— The Joy of Power Series; A Mathematical Symphony in n Movements —
Jochen Denzler Apr 2001

PS 0: Power Series: Overlook

Power series owe their importance to two facts: Firstly, every “decent” function can be expressed
in terms of a power series, and secondly, calculations with power series are nearly as easy as
calculations with polynomials.

Here are some examples: they comprise an almost complete basic power series toolkit. You will
already have seen most of them in the lecture, and the purpose of this manuscript is to give you
a written, slightly expanded, version of the lecture.

1 2, .3, 4 .-
—1_x:1+:1:+a: +z0 4z 4 => z" (lz < 1)
1 00
o7 )2=1+2z+3x2+4x3+5x4+---=Z(n+1)w" (2] <1)
-z
n=0
m2 $4 :c6 > n$2n
cosa:—l———l-E—a-{——"' :7;0(—1) @2n)! (any z)
3 5 7 00 2n+1
z® oz x
sinz = — §+§ F—i—— —HZ:ZO( @n +1) (any )
2 3 4 00 n
¢ oz x
m(l4+z)=2——+2 -2 4 ... =3 (-t 1<z<1
n(ltz)=z—-5+5 -1+ ngl() - (-l1<z<l)
$3 .CE5 .’137 [¢9) 2n+1
tang =z — S+ T T N () <1
arctanzr = 3+5 7+ 'HZ:O( )2n+1 (lz] <1)
2 3 4 O
Teltot gyttt =2 (any z)
3! n:On!
32 17
tanx—m—l—%—l—EmS—l—ﬁ T4 (|lz| < 7/2)
11, 13 4 1-3:5--+(2n — 3)
VIg= lmsp——a?— 23 _ n_ (e <1
o 2" " 24" T 246" 9.4-6:8 - (2n) (=l < 1)

In (8), the formula for n'* coefficient would be quite unwieldy, so I have omitted it.

You know formula (1) already; it’s the formula for a geometric series. But in section 8.3 of the
textbook, we used to read it from the right to the left, now we have changed our focus. The
knowledge to express many functions as convergent series > ~° ; cp,z", at least on some interval,
may well be viewed as one of the very big highlights of calculus. If there existed a Mount
Rushmore of Calculus, power series would find their place there next to derivative and integral,
and I’'m not so sure whether the club would still be joined by a number four ;-)

PS 1: A Power Series that Appoints Itself Object of Study

It is a somewhat untypical, but instructive calculation that leads us from very simple facts to
(3) and (4): We will assume z > 0. The calculation for z < 0 is similar. From cost < 1, we
conclude that [ costdt < [§ 1dt, i.e., sinz < z. This procedure can be repeated, and you get



J¢sintdt < [ tdt, which evaluates to cosz > 1 — 2%/2 after a short calculation. The next step
is [y costdt > [7(1—t?/2)dt, or in other words sinz >z — 23 /6. If you have been in the lecture,
you will have seen the calculation in more detail; if you haven’t, you may view the present paragraph as
an instructive hwk problem, which you should do now, with a few more steps. Or else, if you choose not
to do it, you may just as well skip the rest of this section, thus missing a motivation, but no core material
yet.

If you repeat the calculation over and over again, you construct, step by step, longer partial
sums of the series in (3) and (34. But the calculation does not give any information yet, whether
these series are actually convergent for any . You can however use the ratio test to see that
they are (absolutely) convergent for each z. Given that you come up with alternating signs, you
may consider trying Leibniz’ test to prove convergence. However, for large x, the sequence of
terms (omitting the signs) will not be nondecreasing any more, so Leibniz’ test doesn’t apply.
This problem could be fixed, but we wouldn’t even bother trying, because Leibniz would not
give us absolute convergence. So we are much better off with the ratio test.

Knowing now that the series (3) converges, i.e., that the sequence of partial sums converges, we
want to know its limit of course. But given that these partial sums are alternatively < cosz
and > cosz, the limit couldn’t be anything but cosz itself. This proves the equation (3) for
all z.

The nice feature of this calculation is that, without inputting any theory about series at all,
you have been led to an expression like the one on the right hand side of (3), a result that
necessitates the study of series; and then, with the basic theory of series alone, but nothing yet
specific to power series, you get equation (3), which is surprising enough in itself to warrant a
closer study of power series. Hence the title of this section. Equation (4) is obtained in the very
same way as (3), out of the same calculation.

PS 2: Definition and Convergence Properties of Power Series

We call any formal expression
o0
cotarteor’tear®+. =) "
n=0
a power series centered at 0. Here, ¢y, c1,co ... are numbers. Similarly, we call
do+di(z —a) +dy(z —a)?> +ds(z —a)* +... = > dn(z —a)”

a power series centered at a. We will first study for which x these series can converge. And
next you will learn that in many respects, you can calculate with power series as if they were
polynomials. The one, notable exception being that in > ;dp(z — @)™, don’t even think of
expanding the parentheses. Doing so may be legitimate sometimes (sometimes, it will not be
legitimate), but even when it is legitimate, it will produce a horrible mess that will not be good
for anything.

The basic result about convergence is that every power series converges in some interval (which
may also be infinite or shrink to a point) and diverges outside that interval: If the power series
is centered at a, the only possibilities are:

(i) absolute convergence for z € (¢ — R,a + R), divergence for |z — a| > R, where R is some



positive number depending on the power series under investigation, or

(ii) absolute convergence for all z (this corresponds to R = 00), or

(iii) convergence for x = a (trivially: dy + 0+ 0+ 0+ --- = dy) only, else divergence; (this
corresponds to R = 0).

You do not need a separate formula to find R, because you will use either the ratio or the root
test to determine for which x the series converges, and the result will automatically fall into one
of the three categories given here, and you can just read off R. For any given power series, if
it goes in case (i), a special discussion will be needed to determine whether the series converges
(conditionally or absolutely) or diverges at each of the boundary points a + R and a — R. This
looks like bad news, but the good news is that you will always (a) either have a fair chance to
decide this question using Leibniz’ or comparison tests, or else (b) the question of convergence
at these two single points wouldn’t be important enough to work hard on it. The number R
is called radius of convergence. Accept the name for the moment. To explain the reason for
such a funny name (why “radius”?) requires to go beyond 1st year calculus. Depending on
school prerequisites you may or may not understand this explanation (PS 4 below), and in any
case, you are not required to. In case you would be just as happy with calling R “applepie of
convergence”, skip that part.

Now here is what you may do with power series: Generally, the operations you probably wish
to carry out are permitted for x in the interior of the interval of convergence. A power series
may happen to converge at a boundary point of the interval of convergence. But except when
explicitly specified otherwise, you will disregard this information and only claim your calculations
to be valid for z in the interior of the interval of convergence, not claiming anything for x on the
boundary. The one exception is section PS 3.3 below, which specifically addresses the boundary
points.

PS 3: Calculating With Power Series
PS 3.0: Adding and Subtracting Power Series, etc

I didn’t dare to number this one as 3.1, because these are operations you know already for any
convergent series, and therefore you would probably not hesitate to do the following sample
calculations (and you are right not to hesitate): From

ﬁ:1+x+x2+w3+w4+... and H_Lzzl—x+x2—w3+w4—+...

you conclude by addition (term by term) that
1 1 2 4
ﬁ+1_|_—w—2+2.’13 + 22" 4 ...

This is true for those z for which both input series are convergent, i.e., for |z|] < 1. And
multiplying series (1) by z would give (& =z + z* + 2% + z* + 25 ..., distributing the factor z
over all terms in the “sum of infinitely many terms”. You could do these things to any convergent
series, and of course you could also multiply (1) by Inz to get in_—“; =Inz+zlnz +2%Inz +
z3Inz+z* Inz+. ... This latter is however not a power series and will therefore rarely be useful
(even though it is legitimate for 0 < z < 1). So if you ever feel the urge to multiply a power

series by a function that is not a power, think again, if you really want it, and why.



PS 3.1: Term by Term Differentiation
If f(z) = Yolocn(z — a)™ for (at least) |z — a| < R, then f is differentiable, and it holds
fl(x) = 3500 g epn(z — a)™ L, for these same x satisfying |z — a| < R.

As an example, you obtain formula (2) by taking the derivative of formula (1), and you obtain
(3) as the derivative of (4). In short, differentiating power series is just like differentiating
polynomials.

(If the series for f happens to converge at a boundary point of the interval of convergence as
well, the same needn’t be true any more for the derived series.)

PS 3.2: Term by Term Integration

Integrating power series is also just like integrating polynomials.
If f(z) = g cn(x — @)™ for (at least) |z — a| < R, then [ f(t)dt = 302 ;& (x — )"t for
these same z satisfying |z — a| < R.

As an example, you can use a variant of (1), namely
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and take the integral term by term to get formula (5); however, you get (5) only for —1 <z < 1
from this argument, but not for £ = 1. Only PS 3.3 will yield the result for £ = 1 then.

Similarly, you can start with ﬁ =1-224+2* -2+ —-.- =32 ,(~1)"z?", which is another
variant of (1). By integrating with respect to z, you get (6) for |z| < 1. Its validity for z = +1

as well is not a consequence of term by term integration, but is again due to PS 3.3.

3.3: Plugging in Boundary Points

If f(x) = Y2 gen(z — a)™ for (at least) |x — a| < R, and the series on the right hand side
still happens to converge at a boundary point, say, at © = a + R, then its value is indeed
limg; ,q+r— f(x). Or similarly, if the series happens to converge at x = a — R, then its value is
indeed lim,_,_p+ f(z).

In practice, f will be given by a formula representing a continuous function, and therefore this
statement reduces to the following, somewhat sloppy statement:

If continuous expression = power series for x in the interior of the interval of convergence and if
the series still happens to converge at some boundary point of that interval, then the equation
also holds at this boundary point.

For example, you got (5) and (6) originally only for |z| < 1. But now you conclude that the
equality continues to be true for z = 1, because the right hand side still converges for z = 1, in
each of the two series.

This means that you get the surprising formulas: 1 — % + % - i 4+ —++=1n2 and 1 — % +
% — % + —--- =7 /4. But don’t use them for numerical calculation of 7 or In2. That would be

about the most tedious and inefficient way conceivable to do the job. Insight in the mentioned
formulas is the main use of this rule.



In contrast, you would not have (5) for z = —1, because the right hand side of (5) diverges for

z = —1. And clearly, you should also not use (1) with z = —1 to conclude
1
51141141 NOT ok!

because the right hand side does not converge. If you feel that such a phony statement should
in some sense be considered as reasonable, you will be happy to learn that some great ancestors
of calculus (like Euler) actually did such stuff. But writing this kind of formulas is really like
smoking and filling the gasoline tank at the same time, and it is only because there were no
gas stations around in Euler’s times that the whole thing didn’t blow up in Euler’s face right
away. And if this joke doesn’t convince you, why don’t you commit the outrage again and plug
in (illegally) x = —1 into (2)? Do you still feel safe ground under your feet with what you would
get? Or would you like what you would get by (illegally) plugging = = 2 into equation (1)?
Probably (hopefully) not. Which is why we insist on convergence.

PS 3.4: Multiplying Power Series

If you have two convergent power series centered at the same a, you are permitted to multiply
them according to the distributive law, like polynomials. The resulting power series will have
a radius of convergence at least as large as the smaller of the radii of convergence of the two
factors. In exceptional cases, the radius of convergence may be larger, but in most cases it will
not be larger:

For instance, the series (2) arises from multiplying (1) with itself:

1

m:(1+a:+:c2+x3+---)(1+w+w2+w3+---):

=11+ (lz+z)+ Q2 +zz+22)+Qad+za? + 2% +231) +--- =
=1+2z+32° +42° + 5z* + - -

Note the intermediate step, which shows how you organize such a calculation: you look first for
products contributing a constant (there is only one such product), then for products contributing
to z!, and so on working towards higher powers of the resulting series. Similarly, you get

1
ﬁ:(1+2$+3x2—1—4333+5:c4+---)(1—I—z+$2+x3+x4+---):
— X
=11+ (1-z + 22-1) + (1-2® + 2z-z + 3z2-1) + (1-23 + 2z-2% + 3%z + 423-1) +--- =
=1+ 3z + 622 + 102% + 152* + - -

Since each of these series converges for |z| < 1, the product is guaranteed to converge (at least)
for |z| < 1, too. Actually, it converges only for these z.

You may try to multiply Y02 (2™ /7" = (1 — £)~" and Y02 o(—=1)"z*" ™ /(2n +1)! = sinz. The
result will be a power series whose sum is given by the expression (sinz)/(1 — 7). The theorem
assures you that the resulting series converges at least in the interval |z| < =, which is the
interval of convergence of the first factor. (The second factor, namely the series for the sine,

converges everywhere.)

If you actually calculate a few terms of the product series, you will see that
(a) the calculation is routine, but the result is not enlightening; the coefficients remain messy



and don’t simplify;

(b) you have no idea about the general formula for the n'® coefficient, except the messy one that
will involve ‘...

(c) you would therefore not see how you could actually calculate the precise radius of convergence
of that series, say by the ratio test; the trouble being that the expression a,i/ay is already

unwieldy.

To address these possibly bad surprises, be advised that

(a,b) it is often useful to have the first few terms from a routine calculation, even without a
general term;

(c) so much the better that the theorem tells you an interval where the series converges at
least. If the series chooses to converge in an even larger interval without our knowing this, that
wouldn’t harm any of our plans; at worst we would ignore some good news that remains hidden
from our knowledge;

(d) actually this particular series does converge in a larger interval, but to see this requires
advanced knowledge. This is a peculiar example. If I had taken a different number instead of ,
say %, the “convergence gratuity” would not have been present any more.

PS 3.5: Long Division of Power Series (Bonus Track: Not Required)

Long division of power series is so cute that it’s a pity the book omits it. There are two caveats
that have to be observed: Unlike long division of polynomials (where you start with the highest
power and work towards decreasing powers), with power series, you start with the constant term
and work your way up, towards increasing powers. (You couldn’t start from the top, because
there is no top!)

Have a look at the example before we discuss the second caveat: The example shows you the
calculation of the first few terms of a power series whose sum is tan z, obtained by long division
from the power series (4) for sinz and (3) for cos z.
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Clearly, this calculation is not appropriate to find a formula for the general (n'") term of a series
representing tanz. However, you can get as many terms of the series as you like, and you are
guaranteed that the resulting series converges in some interval.

And here is the other caveat: the resulting power series is guaranteed to converge in some small
interval, but the size of this interval cannot be predicted so easily. It will often be smaller than
the intervals of convergence of either numerator or denominator. You will now see why this is
not weird at all, but actually a rather natural and expected thing to happen:

Indeed, even though you have no means (at 1st year level) to predict the ezact radius of conver-
gence, you could predict that the radius of convergence could not be larger than /2, in spite of
the fact that the series for sinz and cos z converge everywhere. Why? Think a while, before you
look up the answer in the footnote.! As a matter of fact, the radius of convergence is exactly /2,
and this is junior or senior level knowledge.

— OUTLOOK: —

Before continuing, note that during the last few pages, you have already acquired seven out of the
nine equations on page 1, namely all but (7) and (9). These examples are best kept for the later
chapter (8.7 of the textbook), PS 5 below. Note that the textbook will also fit (3), (4) into their
chapter 8.7, which is where those of you can catch up who have chosen to skip PS 1. The main
program ahead of us will be: Given any “decent” function, can we find a power series that converges
to this function, at least on some interval? The answer will be “yes” in most cases, and this is
gorgeous! It means roughly “every decent function may be viewed as something like a polynomial
of possibly infinite degree”. This is the property that gives power series their place on the Mount
Rushmore of Calculus.

There are actually a few more nice rules for handling power series. For instance, if you have a power
series representing g(x) centered at 0, and a power series representing f(u) centered at u = a and if
a = g(0), then you get a power series for f(g(z)) by substituting the power series of g(x) for every
u in the power series of f(u). This looks like it would be quite messy, and it actually is a bit messy,
but it works. If you are advanced enough that you would want to handle it, you will automatically
handle it correctly. No need to go into detailed examples now. The essential thing is that everything
you could do to functions in order to build new, more complicated functions from simpler ones can
be carried out with power series in the most natural way, as if they were polynomials. Therefore,
once you have power series representing all the basic functions (and you do have them for most of
the basic functions already), you can calculate from them power series for all those more complicated
functions you construct from the basic ones by all kinds of combinations.

PS 4: Why “Radius” of Convergence, or, Why Non-Real Numbers Would be
the Real Thing; Honors Track

This section is by no means required material. But if you know complex numbers from school
(the stuff like i = 4/—1), and if you can calculate 5(3 + 2i)?> = 25 + 60i, you will probably
find the following instructive. If however v/—1 looks like a mathematical felony to you, bail out
immediately, because the rest of this section PS 4 would have to be viewed as organized crime
accordingly.
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From the very beginning of our calculus course, we have never considered complex numbers.
There does however exist a calculus for functions that accept complex numbers as arguments.
In many respects, this version of calculus is quite different from the calculus you have learnt,
one of the most modest differences being that you could not draw graphs any more and could
not view the derivative as a slope of the tangent. So there is good reason not to drown you in
complex variables in the first year. However, there are some features of calculus where complex
numbers blend in very well, and it is more an (albeit very common) policy decision rather than
a necessity to leave complex numbers out of these parts of calculus.

In particular, the arithmetic operations +, —, x work just as well with complex numbers (as
you know, because otherwise you should have bailed out a paragraph ago). Moreover, limits of
sequences of complex numbers can be handled just as well as limits of sequences of real numbers,
with essentially no change. Therefore all ingredients are available to plug in complex numbers z
into a power series and to ask the question whether the series converges for such z. The answer
would continue to be the same: there is some R, called radius of convergence, such that the
series converges for those z satisfying |z —a| < R and diverges for those z satisfying |z —a| > R.
Now if you remember that a complex number z = u + v can be represented as the point (u,v)
in a plane, and that the absolute value |z — a| denotes the usual distance between the points z
and a in the plane, you see that the set of complex numbers z satisfying |z — a| < R is actually
a disc with center a, and R is its radius. This is whey R is called radius of convergence.

And for that matter, if you choose to plug in complex numbers into power series, then you can
see from (4) and (7) that (e*® — ™) /(2i) = sinz. If you have ventured so far into strange territory
already, you can just as well offer yourself a treat and try this calculation. It’s not so difficult. Note
the similarity with (e* — e %)/2 = sinhz. This similarity is the deeper reason why trig and hyp
functions behave so similarly. Moreover, this curious formula just mentioned will be particularly
relevant for electrical engineers at a more advanced level of their career. But this would be
another long story to tell, and we really cannot give away the entire plot here already; we want
your business for a few more semesters ;-)2

PS 5: Taylor Series
PS 5.1: Theory

We have studied power series and functions represented by them. Now we focus on the functions
and on the question how to find a power series representing any given function. Actually, we
started with this focus in section PS 1. Given the cosine function we constructed a power series
that converges to cosz. But this construction was cooked up specifically for sine and cosine,
and we couldn’t do the same thing with other functions. So here is the

PROBLEM: Given a function f and a number a, can we find a power series Y oo cnp(z — a)”
centered at a that converges to f(z) at least in some interval (a — R,a + R)?

The example (6) already alerts us that we may have to be content with convergence in an
interval that is smaller than the domain of f; namely, in this example, f(z) = arctan z makes
sense for every z, but the series converges only for |z| < 1. Moreover, we learn from section
PS 3.1 that, if we can solve the problem, then f would automatically be differentiable in the
interval of convergence. So clearly, we could not solve the problem with f(z) = |z| and a = 0,

2Be forewarned however that there is nothing more enticing, more inspiring, more appealing in undergraduate
math than a complex variable course lovingly delivered to well-prepared students.



because |z| is not differentiable at 0. PS 3.1 can be used repeatedly, so we have to assume that
not only f’ exists, but also f”, f”" etc. Otherwise a power series as required in the problem
couldn’t exist. So we have the

REFINED PROBLEM: Given an arbitrarily often differentiable function f and a number a, can
we find a power series > o cp(z — a)™ centered at a that converges to f(z) at least in some
interval (a — R,a+ R)?

The answer will be: “Typically yes, but in exceptional cases, it may be no.” And this vague
answer will be made more precise. By “typically”, I am referring to those functions you will
actually encounter in most practical situations. The exceptional cases are such functions that
have been constructed for the sole purpose of getting a negative answer. OQur approach to
the problem has two steps: among all conceivable power series, we first weed out the slate of
candidates until only a single power series remains, as the only candidate that has a chance to
solve the problem. This candidate will then “be invited for an interview” to see whether it really
solves the problem. Typically this “interview” will be successful and we get a solution, in the
exceptional cases however, there will be no solution at all.

So let us look what a candidate ) ¢, (z — @)™ must be like so that

o
f(z):ch(x—a)":co+cl(m—a)+02(x—a)2+... (%)
n=0
is actually true for all z in a neighborhood of a. Well, in particular, the equation has to be true
for z = a, and this means f(a) = ¢yp. So we want ¢y to be f(a); any other choice would already
make the candidate fail the first test. Now if (*) holds for all z in some neighborhood of a, we
can take the derivative of this equation and obtain

fl(z) = Z can(z —a)" = ¢ + 2co(x — a) + 3c3(z —a)? + ... ()
n=1

In particular, f'(a) = ¢;. So we know also what ¢; has to be for the successful candidate. Next,
from f”(z) you calculate ¢y, and in general, you will find that ¢, = f(™(a)/n!. So we have
narrowed down the field of candidates to only a single one: The only power series that has a
chance to solve the problem is

o0 r(n)

Z f '(a) (z —a)"
= nl

We will call this only remaining candidate the Taylor series for f(x) at a. Next, we have to

answer a twofold question:

QUESTIONS: Given an arbitrarily often differentiable function f and a number a, (1) does the

Taylor series Y o2 %(m —a)™ converge and (2) if so, does it converge to f(z)?

In typical cases, the answer to both questions will be yes, but for some exceptional examples,
either question may have a negative answer. To decide the right answer in an individual case,
we need to check whether (for which z if at all) f(z) — Py(z) — 0 as N — oo, where Py is the
N partial sum of the Taylor series. Without proof, you may use the following formula:

N ¢(n) _
flz) — rg ! n!(a) (z—a)" = %fm“)(c) for some ¢ between ¢ and z.  (10)

You couldn’t know the value of ¢ (and ¢ can even depend on N), but you won’t need any more
knowledge about ¢ except that it is between a and z. You should select a worst-case scenario,



i.e., find some expression M depending on z, a and N, but not on ¢, such that M exceeds

|fN+1(¢)| for any possible ¢ and %M still goes to 0 as N — oo. If you are successful in

this, you will have shown that the Taylor series actually converges to f(z).

Instead of undergoing the trouble to understand a proof of (10), try a much simpler homework: Show
that for N = 0, equation (10) reduces to the mean value theorem. (And look up the mean value theorem,
if you don’t remember it.) (10) can actually be viewed as an elaborately brewed version of the
mean value theorem.

PS 5.2: Series for the Exponential and the Square Root, A Do-It-Yourself-Cookbook

Close your notes and your textbook, then find the Taylor series for e€® centered ot x = 0. Use formula
(10) to show that this series converges indeed to e®.

If you cannot do it, you’ll find the solution in Section 8.7 of the textbook, and in your notes
from my lecture. — Now, there is also a completely different method (specific to this particular
case) to show that this Taylor series converges to e®: First use the ratio test for power series to see
that it converges at all; call its sum f(x); then use PS &8 to show that f satisfies a certain differential
equation. If you have no clue which differential equation, take the next step to be done as a hint for this
step, and if you still have no clue, the footnote tells you the equation.® Finally show that there is only
one solution, namely f(x) = €*, to the initial value problem found for the (up top now yet unknown)

function f(z).

Ok, so this takes care of equation (7) from page 1; let’s now finish (9) as well. Actually, this is
also a very nice practice problem for you.

Take f(z) = /1—=z, write down, in an orderly way, f'(x), f"(z), f"(x) etc until you recognize the
general pattern. This allows you to write a formula for f(x). Now write down the Taylor series of
V1 =1 at z = 0 (the answer will be (9), so you can check your result). Now you use formula (10) to show
that the series actually converges to \/1 —z for |z| < 1. Don’t bother to prove convergence for x = %1
by that same method as well. Instead refer to the appropriate paragraph in these notes to explain why the
series still converges for x = 1, even though you didn’t bother to do a calculation for that case.

This will have handled (9). And to crown your success, you can now also find the Taylor series
for arcsin z as follows: Use (9) to find the Taylor series at 0 for 1//1 —x. No, don’t do a long division
of power series. Use a different technique from PS 3.z to get from /1 — x to 1/\/1 — x. Then write down
a power series for 1/v/1—22. And now I won’t tell you the final step, because I hope you will see it, if
necessary after discussion with a colleague

PS 5.3: The Mouth Dog and the Tail Dog

It’s a common question: What is the difference between a power series and a Taylor series? The
answer is simply: none. To be more precise: If you call a dog that is heading towards you a
mouth dog, but a dog that is walking away from you a tail dog, then the difference between
power series and Taylor series is the same as the difference between a mouth dog and a tail dog.
The dog is the same, the difference is in the point of view.

First point of view: start with a mouth dog, i.e., a convergent power series 3 ¢, (z — a)™. This
power series would just be called power series, because it is a power series. There is no function f
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around yet, so we wouldn’t call the series a Taylor series, because a Taylor series ) I )(a) (z—a)™
will always belong to some function f, namely the one whose derivatives at a enters into the
Taylor series. (I'll call this function the parent function of the Taylor series, but this is not an
official term.)

With only the power series Y ¢, (z — a)” around, we do not have a function f yet. But if our
series converges (on some interval (a — R,a + R)), we get one immediately: convergence means
we may actually plug in numbers for x into the series and get a number as a result. This defines
a function: f(z) : =Y cyp(x —a)™. (f is arbitrarily often differentiable.)

Now we are at the second point of view, we have some (arbitrarily often differentiable) function

f. Then we can write down its Taylor series > i ( )(x —a)" (a tail dog) and study whether
it converges, and if so, what it converges to. Let’s do this for the function f from the previous
paragraph. The definition is good for quickly calculating f(a) = co, f'(a) = ci, ..., f™(a) =
nle,. Using this, we see that our Taylor series (aka tail dog) is actually > %C,ﬂ(x —a)" =
Y cn(x —a)™. So the tail dog is the same fellow as the mouth dog, but we have approached it
from the opposite direction. And this is why we won’t need much work with formula (10) to
check that the Taylor series converges to f(z). We know it already from the very beginning,
and we have just completed a small round trip. (Blessed are those who go around in circles, for
they shall be known as big wheels, but you know this already from a previous manuscript.)

This was actually only about tame mouth dogs (convergent power series) and tame tail dogs
(i.e., Taylor series that converge to their ‘parent function’). You may wonder about wild dogs
(divergent power series or Taylor series that either do not converge at all or else converge to
something that is not their parent function). That’s not so easy: because a divergent power
series would not specify a function that could then give birth to a (divergent) Taylor series. So,
a wild mouth dog would not let us walk to a vantage point from which it appears as a tail dog.
This problem would merit professional discussion, but it shouldn’t cause you sleepless nights.
The wild dogs have no bearing on anything you want to get out of calculus, even if you are very
ambitious.

Example 4 on page 674 of the book gives you a function whose Taylor series converges, but
NOT to its parent function. In contrast, the function g given by g(z) = [ e /(1 + zt) dt
gives birth to the Taylor series Y22 ((—1)"n!z?", and this series diverges everywhere except at
z = 0. If you have trouble understanding either of these (wild dog) examples, just file them
away undigested. The important thing about them is that they are out there somewhere.
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