
An Introduction to
Riemannian Geometry

We include in these notes a presentation of the basics of differential geometry
with a view to Riemannian geometry. We refer the reader to the classics on
the subject for a more comprehensive and careful treatment [2, 3, 4, 5, 7].
In addition to these texts, our exposition has benefited from the book [1]
and lecture notes by Ben Andrews.
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1. PARACOMPACTNESS, PARTITIONS OF UNITY, AND
MANIFOLDS

1. Paracompactness, partitions of unity, and manifolds

Recall that a family A + {Uα}α∈J of subsets Uα ⊂ X of a topological space
X is a cover of (or covers) X if ∪α∈JUα = X.

Definition 1.1. A cover A of a topological space X is

– open if each A ∈ A is open.

– a refinement of a cover B of X if every element of A lies in some
element of B.

– locally finite if every point of X has a neighborhood which inter-
sects only finitely many elements of A.

Example 1.2.

– The cover of a metric space by balls of radius 1/2 is a refinement of
the cover by balls of radius 1. (Neither is locally finite in general.)

– The cover of R by the sets (n− 1, n+ 1) for n ∈ N is locally finite.

– The cover of the interval (−1, 1) by the sets (−1/n, 1/n) for n ∈ N
is not locally finite.

A subcover is trivially a refinement. The converse is not true, of course;
however, any finite refinement corresponds to a finite subcover by selecting
the sets of the original cover containing those of the refinement. This proves
the following reformulation of compactness.

Proposition 1.3. A topological space is compact if and only if every open
cover admits a finite open refinement.

This reformulation motivates a natural generalization of compactness,
whereby the finiteness condition in the preceding proposition is replaced by
local finiteness.

Definition 1.4. A topological space is paracompact if every open cover
admits a locally finite open refinement.

Our task now is to convince the reader that this property is both strong
enough to efficiently prove useful/intuitive theorems while at the same time
weak enough to be satisfied by a large class of interesting spaces.

Example 1.5. The following topological spaces are paracompact:

– Compact spaces.

– Discrete spaces: The open cover consisting of all singleton sets is
a locally finite open refinement of any open cover. Of course, non-
finite discrete spaces are not compact as the cover by singleton sets
has no non-trivial subcover.
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AN INTRODUCTION TO RIEMANNIAN GEOMETRY

– Euclidean spaces, Rn: Let A be any open cover of Rn and consider,
for each i ∈ N, the open annulus Bi+1 \ Bi−1, where Bi + Bi(0)
is the ball of radius i about the origin. Since the closed annulus
Bi+1 \ Bi−1 is compact and contains Bi+1 \ Bi−1, the open cover
Ai + {U ∩ Bi+1 \ Bi−1 : U ∈ A} of Bi+1 \ Bi−1 admits a finite
subcover Bi + {U1 ∩Bi+1 \Bi−1, . . . , UNi ∩Bi+1 \Bi−1}, say. We
claim that the collection of open sets B + ∪i∈NBi is a locally finite
refinement of A: Since the annuli Bi+1\Bi−1 cover Rn, B must also
since it is a union of covers of each of these annuli. Furthermore,
each element of B is of the form U ∩ Bi+1 \ Bi−1 ⊂ U for some
U ∈ A; this proves that B is a refinement of A. To see that it
is locally finite, choose for each x ∈ Rn an annular neighborhood
Bi+1 \ Bi−1; by construction, this annulus intersects only finitely
many elements of B.

– Every second countable locally compact Hausdorff space is paracom-
pact (cf. parts (3) =⇒ (4) and (4) =⇒ (1) of the proof of Theorem
1.15 below).

– The Sorgenfrey line R` is paracompact and Hausdorff but neither
compact, locally compact, nor second countable.

The proof that Rn is paracompact has a useful generalization.

Definition 1.6. An exhaustion of a topological space X is a countable
family {Ai}i∈N of subsets Ai ⊂ X which covers X and satisfies Ai ⊂ Ai+1.

Note that the inclusion condition is the opposite of that of a nested
sequence of subsets.

Proposition 1.7. Let X be a Hausdorff space. If X admits an exhaustion
{Ki}i∈N by compact sets Ki satisfying1 Ki ⊂ intKi+1 then it is paracompact.

Proof. LetX be a Hausdorff space which admits such an exhaustion {Ki}i∈N
and let A be an open cover of X. Set K0 + ∅ and Bi + intKi. Since X is
Hausdorff, compact sets are closed and hence the sets Bi+1 \Ki−1 are open.
Note that the collection of these ‘annuli’ covers X. Indeed, for each x ∈ X
there exists some i ∈ N, and hence some smallest i ∈ N, such that x ∈ Bi+1.
Then x ∈ Bi+1\Bi ⊂ Bi+1\Ki−1. Moreover, since each annulus Bi+1\Ki−1

lies in the compact set Ki+1, the cover Ai + {U ∩ Bi+1 \ Ki : U ∈ A} of
Bi+1\Ki admits a finite subcover, Bi + {U1∩Bi+1\Ki, . . . , UNi∩Bi+1\Ki},
say. The open cover B + ∪i∈NBi of X is a locally finite refinement of A (cf.
the proof that Rn is paracompact in Example 1.5). �

Example 1.8.

1Such an exhaustion is sometimes called a compact exhaustion.
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– Paracompact subspaces of paracompact spaces need not be closed:
The open interval (0, 1) ⊂ R is paracompact (it is homeomorphic
to R) but not closed in R.

– Subspaces of paracompact spaces need not be paracompact: Consider
the space given by equipping the minimal uncountable well-ordered
set SΩ with the order topology and let SΩ = SΩ ∪ {Ω} be its one-
point compactification. The product SΩ×SΩ is compact and hence
paracopompact but the subspace SΩ × SΩ is not paracompact since
it is Hausdorff but not normal (see Exercise 1.2).

– The product of two paracompact spaces need not be paracompact:
The Sorgenfrey plane R`×R` Hausdorff but not normal, and hence
not paracompact.

One of the most useful aspects of paracompactness is its relation to
partitions of unity.

Definition 1.9. Let X be a topological space. A partition of unity for X
is a collection {ρα}α∈J of continuous functions ρα : X → [0, 1] which is

– locally finite: each point x ∈ X has a neighborhood U on which
only finitely many ρα are not identically zero; and

– unitary:
∑

α∈J ρα(x) = 1 for all x ∈ X.

A partition of unity {ρα}α∈J is subordinate to (or dominated by) an
open cover A of X if, for each α ∈ J , there is some Uα ∈ A such that
spt ρα ⊂ Uα, where spt ρα + {x ∈ X : ρα(x) 6= 0} is the support of ρα.

Partitions of unity are typically used to ‘glue together’ locally defined
objects to obtain global ones (important examples being the construction of
metrics and connections on differentiable manifolds, and the introduction of
a well-defined notion of integration and the proof of Stokes’ Theorem on Rie-
mannian manifolds). Another important and elegant application concerns
the embedding of manifolds in Euclidean spaces (see Theorem 1.17 below).

Proposition 1.10. Let X be a topological space. Suppose that every open
cover of X admits a subordinate partition of unity. Show that X is para-
compact.

Proof. See Exercise 1.3. �

Definition 1.11. A topological space X is locally Euclidean if there is
some n ∈ N such that every point of X has a neighborhood which is homeo-
morphic to Rn.

Definition 1.12. A manifold is a locally Euclidean, paracompact Haus-
dorff space.
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AN INTRODUCTION TO RIEMANNIAN GEOMETRY

Example 1.13. The line with two origins is locally Euclidean and paracom-
pact. It is not a manifold, however, since it is not Hausdorff.

The dimension of a manifold is defined to be the dimension n of its
Euclidean model space Rn (it is well-defined by invariance of domain). We
will often describe a manifold M of dimension n ∈ N as an n-manifold and
use the notation ‘Mn’ to indicate that a given manifold M has dimension
n.

Proposition 1.14. Every locally Euclidean Hausdorff space is locally com-
pact and normal.

Proof. See Exercise 1.2. �

Often, manifolds are defined to be locally Euclidean, second countable
Hausdorff spaces. The following theorem implies, in particular, that the two
definitions are equivalent when the underlying space has countably many
connected components.

Theorem 1.15. Let X be a connected locally Euclidean Hausdorff space.
The following statements are equivalent:

(1) X is paracompact.

(2) X is a union of countably many compact sets.

(3) X is second countable.

(4) X admits an exhaustion {Ki}i∈N by compact sets Ki satisfying
Ki ⊂ intKi+1.

(5) Every open cover of X admits a subordinate partition of unity.

Proof. (1) =⇒ (2): Suppose that X is paracompact. Let {Uα}α∈J be a
cover of X by open sets Uα each of which is homeomorphic to Rn and let
ϕα : Uα → Rn be corresponding homeomorphisms. Consider the refinement
A + {ϕ−1

α (Br(x)) : α ∈ J, r > 0, x ∈ Rn} of {Uα}α∈J consisting of the
preimages ϕ−1

α (Br(x)) of all balls Br(x) ⊂ Rn. Observe that each B ∈ A
has compact closure. Since X is paracompact, we can find a locally finite
open refinement B of A. Note that each B ∈ B has compact closure. We
will show that B is countable.

Let us refer to a finite ordered collection {B1, . . . , BN} ⊂ B as a string
(joining B1 and BN ) if N = 1 or if Bi−1 ∩Bi 6= ∅ for each i = 2, . . . , N . Fix
some B0 ∈ B.

Claim 1.16. For every B ∈ B there exists a string joining B0 and B.
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Proof of Claim 1.16. Let γ : [0, 1] → X be a path satisfying γ(0) ∈ B0

and γ(1) ∈ B. Since γ([0, 1]) is compact, it can be covered by a finite sub-
set C of B which includes the elements B0 and B. We shall call a string
C′ = {C0, . . . , Ck} ⊂ C a left (respectively, right) string if C0 = B0 (re-
spectively, C0 = B). Since C is finite, there are a finite number of left strings
and a finite number of right strings. Suppose that no left string contains B.
Then no right string contains B0 as any such string would be a left string
containing B. It follows that the union of all left strings is disjoint from the
union of all right strings, whence we conclude that γ([0, 1]) is disconnected,
a contradiction. �

Consider the function N : B → N which assigns to each B ∈ B the length
of the shortest string joining B0 and B. To prove the desired implication, it
suffices to show that the set Bk + N−1(k) is finite for each k ∈ N.

Certainly, B1 = {B0} is finite. So suppose, for some k ∈ N, that Bi is
finite for each i ≤ k. Then the union

Kk + ∪ki=1 ∪ Bi ⊂ ∪
k
i=1 ∪B∈Bi B

is compact. Since B is locally finite, each point x ∈ Kk admits a neighbor-
hood Ux which only finitely many B ∈ B intersect. The corresponding cover
of Kk admits a finite subcover, so Kk is intersected by only finitely many
B ∈ B. But Bk+1 + N−1(k+1) is a subset of the set of all B which intersect
Kk. (Removing B from a minimal (k + 1)-string connecting B to B0 leaves
a minimal k-string).

(2) =⇒ (3): Suppose that X is covered by a countable collection of
compact subsets, {Ki}i∈N. Then, as each Ki is covered by finitely many
open sets each of which is homeomorphic to Rn, X is covered by countably
many open sets each of which is homeomorphic to Rn. Since Rn is second
countable, each of these open sets admits a countable basis. Combining
these bases yields a countable basis for X.

(3) =⇒ (4): Suppose that X admits a countable basis, B = {Bi}ni=1.
Since X is locally compact, we can arrange that each Bi ∈ B has compact
closure since discarding those that don’t still leaves a basis. The desired
exhaustion {Ki}i∈N is now constructed recursively via

K1 + B1 and

Kk+1 + B1 ∪ · · · ∪Bik ,

where ik is the smallest integer such that Kk ⊂ B1 ∪ · · · ∪Bik .

(4) =⇒ (1): This implication follows from Proposition 1.7.
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(1) =⇒ (5): Suppose that X is paracompact. Let {Uα}α∈A be a cover
of X by open sets each of which is homeomorphic to Rn and choose home-
omorphisms ϕα : Uα → Rn. Now, since X is normal, it is regular. Recall
that this implies that every neighbourhood of every point contains a closed
neighbourhood of the point. It follows that any other open cover {Wγ}γ∈C
admits a locally finite refinement {Vβ}β∈B such that each V β lies in some
Uα ∩Wγ . We will use this fact to construct a partition of unity subordinate
to {Wγ}γ∈C .

Indeed, choose for each β ∈ B some α ∈ A such that Vβ ⊂ Uα and set

ρ̂β(x) +

{
d(ϕα(x),Rn \ ϕα(Vβ)) if x ∈ V β

0 if x ∈ X \ Vβ .

Then spt ρ̂β = V β ⊂Wγ for some γ ∈ C, the sum
∑

β∈B ρ̂β(x) is well defined
for each x ∈ X and, by the pasting lemma, ρ̂β is continuous. The desired
partition of unity is then defined by setting

ρβ(x) +
ρ̂β(x)∑
β∈B ρ̂β(x)

.

(5) =⇒ (1): This is the content of Exercise 1.3. �

Note that the equivalence (1) ⇐⇒ (5) survives the transition to an ar-
bitrary number of connected components, whereas the equivalences (1)⇐⇒
(i), i = 2, 3, or 4, only remain true when X has a countable number of
connected components.

We finish by proving Whitney’s “easy” embedding theorem.

Theorem 1.17 (Whitney’s “easy” embedding theorem). Every compact
manifold embeds in some Euclidean space.

Proof. Let X be a compact n-manifold. Then X admits a cover by finitely
many open sets U1, . . . UN , each of which is homeomorphic to Rn. By The-
orem 1.15, X admits a partition of unity ρ1, . . . , ρN such that spt ρi ⊂ Ui
for each i = 1, . . . , N . Choose homeomorphisms ψi : Ui → B1(0) for each
i = 1, . . . , N and define a map Ψ : X → RN × RnN by

F (x) + (ρ1(x), . . . , ρN (x), ρ1(x)ψ1(x), . . . , ρN (x)ψN (x)) ,

where we define ρi(x)ψi(x) + 0 if x is not in the domain Ui of ψi. By the
pasting lemma, F is continuous. We claim that F is an embedding. Since F
is a continuous map from a compact space into a Hausdorff space, it suffices
to show that it is injective. To this end, suppose that F (x) = F (y) for some
pair of points x, y ∈M . Equating the first N components of F (x) and F (y)
yields

ρi(x) = ρi(y) for each i = 1 . . . , N .
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Since ρi is non-negative and sums pointwise to unity, at least one of these
numbers, ρk(x) = ρk(y) say, is non-zero. Equating the final nN compo-
nents of F (x) and F (y) then implies that ψk(x) = ψk(y). Since ψk is a
homeomorphism, we conclude that x = y. �

Exercises.

Exercise 1.1. The Sorgenfrey line R` is the real line equipped with the
topology generated by the right-half open, left-half closed intervals, [a, b).
Show that R` is paracompact.

Exercise 1.2. Prove the following propositions:

(a) Every paracompact Hausdorff space is normal.

(b) Every closed subspace of a paracompact space is paracompact.

(c) A locally connected topological space is paracompact if and only if
all of its connected components are paracompact.

Exercise 1.3. Let X be a topological space. Suppose that every open cover
of X admits a subordinate partition of unity. Show that X is paracompact.

Exercise 1.4. Show that a topological space is locally Euclidean if and only
if each point admits a neighbourhood which is homeomorphic to an open
subset of Euclidean space.

Exercise 1.5. Let X be a locally Euclidean Hausdorff space. Prove the
following propositions:

(a) X is locally compact.

(b) If X is connected then X is path connected.

(c) Given x ∈ X choose a neighborhood Ux and a homeomorphism
ϕx : Ux → Rn. The collection

B + {ϕ−1
x (Br(z)) : x ∈ X, r > 0, z ∈ Rn}

is a basis for X.

Exercise 1.6. Let X be a locally Euclidean Hausdorff space, let {Uα}α∈J be
a cover of X by open sets Uα each of which is homeomorphic to Rn and let
ϕα : Uα → Rn be corresponding homeomorphisms. Consider the refinement
A + {ϕ−1

α (Br(x)) : α ∈ J, r > 0, x ∈ Rn} of {Uα}α∈J consisting of the
preimages ϕ−1

α (Br(x)) of all open balls Br(x) ⊂ Rn.

(a) Show that each B ∈ A has compact closure contained in some Uα.

Suppose further that X is paracompact and let B be a locally finite refinement
of A.

(b) Show that each B ∈ B has compact closure contained in some Uα.
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AN INTRODUCTION TO RIEMANNIAN GEOMETRY

Exercise 1.7. Let X be a paracompact Hausdorff space.

(a) Show that every open cover U of X admits a locally finite open
refinement V such that each V ∈ V satisfies V ⊂ U for some U ∈ U
Hint: Use the fact that X is regular.

(b) Deduce using Urysohn’s Lemma that every open cover of X admits
a subordinate partition of unity.
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2. DIFFERENTIABLE MANIFOLDS

2. Differentiable manifolds

Recall that a topological space is an m-manifold if it is paracompact, Haus-
dorff and locally homeomorphic to Rm.

Definition 2.1 (Charts and atlases). Let Mm be a (topological) m-manifold.
A chart for Mm is an embedding ϕ : U ↪→ Rm, where U is an open subset
of Mm. An atlas for Mm is a collection {ϕα : Uα → Rm}α∈J of charts
ϕα : Uα → Rm such that Mm = ∪α∈JUα. The maps ϕα ◦ ϕ−1

β |ϕβ(Uα∩Uβ) :

ϕβ(Uα ∩ Uβ)→ ϕα(Uα ∩ Uβ) are called transition maps.

We will usually describe charts ϕ : U → Rm using their component
functions ϕ = (x1, . . . , xm) : U → Rm.

Recall that a function from an open subset U of Rm to R is smooth2

if it admits all partial derivatives to all orders at all points of U , while a
map from an open subset of Rm to Rn is smooth if each of its component
functions is smooth.

Definition 2.2 (Differentiable structures). Let Mm be an m-manifold. An
atlas A = {ϕα : Uα → Rm}α∈J for Mm is differentiable if each of its
transition maps is smooth.

Two differentiable atlases A and B are compatible if their union is also
a differentiable atlas (equivalently, if for every chart ϕ : U → Rm in A and
every η : V → Rm in B the maps ϕ ◦ η−1|η(U∩V ) and η ◦ ϕ−1|ϕ(U∩V ) are
smooth). Given a differentiable atlas A, the maximal atlas containing A
is the union of all atlases compatible with A.

A differentiable structure for Mm is given by equipping it with a
maximal atlas, A say. The resulting pair (Mm,A) is called a differentiable
manifold (usually simply denoted by Mm).

We will also refer to differentiable manifolds as smooth manifolds.

Example 2.3. The following provide examples of differentiable manifolds.

(1) The m-dimensional Euclidean space Rm equipped with the differen-
tiable structure induced by the atlas consisting of the identity map.

(2) The m-dimensional sphere Sm + {x ∈ Rm+1 : |x| = 1} equipped
with the differentiable structure induced by the atlas consisting of
stereographic projections about two antipodal points.3

2It is possible to generalize most, if not all, of the notions in these notes regarding smooth

structures to include structures carrying weaker differentiability properties, such as Ck or Ck,α.
3Stereographic projection ϕ : Sm → Rm about a point o ∈ Sm maps a point p ∈ Sm \ {o}

to the point ϕ(p) + ray(p) ∩ (Rm × {0}) ⊂ Rm × {0} ∼= Rm, where ray(p) is the ray through p
emanating from o.
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(3) The m-dimensional sphere Sm equipped with the differentiable struc-
ture induced by the atlas consisting of the 2(m+ 1) projections

π±i : {(x1, . . . , xm+1) ∈ Sm : ±xi > 0} → Rm

defined by

π±i (x1, . . . , xm+1) + (x1, . . . , xî, . . . , xm+1) ,

where the hat on the index indicates that this term is not present.

(4) The m-dimensional real projective space (the space of lines through
the origin)

RPm + (Rm+1 \ {0})/ ∼ , where p ∼ q ⇐⇒ p = λq for some λ 6= 0 ,

equipped with the differentiable structure induced by the atlas con-
sisting of the (m+ 1) charts

ϕi : {[(x1, . . . , xm+1)] : xi 6= 0} → Rm

defined by

ϕi([(x1, . . . , xm+1)]) +

(
x1

xi
, . . . ,

xî
xi
, . . . ,

xm+1

xi

)
,

where the hat again indicates that this term is not present.

(5) The m-dimensional torus Tm = S1 × · · · × S1︸ ︷︷ ︸
m-times

equipped with the

differentiable structure induced by the product atlas.

(6) Open subsets of differentiable manifolds equipped with the restric-
tion atlas.

(7) Cartesian products of differentiable manifolds equipped with the
product atlas.

(8) The general linear group

GL(Rn) + {A ∈ n× n-matrices : detA 6= 0}

is a smooth manifold (it is an open subset of Rn×n).

Definition 2.4 (Smooth maps, functions and curves). A function f : M →
R from a differentiable manifold M to R is differentiable if given some
chart (U,ϕ) for M the composition f ◦ ϕ−1 : ϕ(U)→ R is smooth.

A map f : Mm → Nn from a differentiable manifold Mm to a differen-
tiable manifold Nn is differentiable if given any charts ϕ : U → Rm for
Mm and η : V → Rn for Nn the composition η ◦ f ◦ ϕ−1 : ϕ(U) → η(V ) is
smooth.

A differentiable map f : M → N is a diffeomorphism if it admits a
differentiable inverse f−1 : N → M . If such a map exists, M and N are
said to be diffeomorphic.

14
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We shall usually refer to differentiable functions and differentiable maps
as smooth functions and smooth maps, respectively.

Note that, in order to check that a function f : Mm → R is smooth,
we need not check that f ◦ ϕ−1 is smooth for every chart ϕ : U → Rm for
Mm (which is clearly impractical) — we are free to choose any particular
compatible atlas {ϕα}α∈A and check that f◦ϕα is smooth for each α. Indeed,
if ϕ : U → Rm and η : V → Rm are two charts for Mm with nontrivial
overlap U ∩ V then

f ◦ η−1|η(U∩V ) = (f ◦ ϕ−1) ◦ (ϕ ◦ η−1)|η(U∩V ) .

Since ϕ ◦ η−1|η(U∩V ) is smooth, smoothness of f ◦ η−1|η(U∩V ) follows from

smoothness of f ◦ ϕ−1|ϕ(U∩V ). Similarly, in order to check that a map
f : Mm → Nn smooth, it suffices to check smoothness with respect to
any compatible atlas {ϕα}α∈A for Mm and any family of compatible charts
{ηβ}β∈B for Nn covering f(Mm).

2.1. Differentiable manifolds-with-boundary. An n-manifold-with-
boundary is a paracompact Hausdorff space Mn each of whose points ad-
mits a neighborhood locally homeomorphic to either Rn or the closed half-
space Rn+ + Rn ∩ {p ∈ Rn : p · en ≥ 0}. If a point p admits a neighborhood
homeomorphic to Rn then p is an interior point. Else, p is a boundary
point. The set of boundary points is called the boundary of Mn and de-
noted ∂Mn. A chart for Mn is a pair (U,ϕ), where U is an open subset of
Mn and ϕ : U → ϕ(U) ⊂ Rn+ is a homeomorphism. If ϕ(U) does not lie in
the interior of Rn+ then ϕ is called a boundary chart.

Recall that a map from an arbitrary subset A ⊂ Rm to Rn is deemed to
be smooth if it extends to a smooth map on an open subset of Rn containing
A.

(Differentiable) Atlases, transition maps, differentiable struc-
tures, differentiable manifolds-with-boundary and differentiable maps
between them may now be defined in the obvious way.

Example 2.5. The following provide examples of differentiable manifolds-
with-boundary.

(1) All differentiable manifolds are differentiable manifolds-with-boundary
(albeit with empty boundary).

(2) The halfspace Rn+ equipped with the atlas induced by the identity
chart is a differentiable manifold-with-boundary. Its boundary is
∂Rn+ = Rn−1 × {0}.

(3) The closed unit ball Bn and the compliment Rn\Bn of the open unit
ball Bn can be equipped with atlases making them smooth manifolds-
with-boundary, with boundary ∂Bn = Sn−1 (see Exercise 2.9).
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2.2. Additional notes. When n ≤ 3, every (topological) manifold admits
a unique (up to diffeomorphism) smooth structure. This is an “easy” theo-
rem when n = 1 but much harder when n = 2 (a theorem of Radó) or n = 3
(a theorem of Moise).

If n ≥ 5, Euclidean space Rn admits only the standard smooth struc-
ture (a theorem of Stallings). In extreme contrast to these results, Clifford
Taubes (building on work of Mike Freedman and Simon Donaldson) showed
that there exists a continuum of smooth structures on R4!

The case of spheres is even more interesting. For example, it is known
that there are in general many “exotic” smooth structures (i.e. structures
not diffeomorphic to the standard one) on high dimensional spheres and
exactly 28 non-diffeomorphic smooth structures on the 7-sphere (by work
of Michel Kervaire and John Milnor). Moreover, it remains unknown (as of
the time of writing) whether or not there exist exotic smooth structures on
S4.

By work of Mike Freedman, the diffeomorphism problem is closely re-
lated to the four dimensional “smooth Poincaré conjecture”, which asserts
that the sphere with its standard differentiable structure is the only smooth
homotopy sphere. Indeed, Freedman proved that the conjecture is true, for
the four sphere, in the topological category. The smooth version just stated
remains open. The conjecture is settled in both categories in all other di-
mensions due work of Poincaré (dimension two), Stephen Smale (dimensions
five and higher) and Grisha Perelman (dimension three).

Exercises.

Exercise 2.1. Let A be a differentiable atlas for a manifold M . Show that
the maximal atlas containing A exists and is unique.

Exercise 2.2. Prove that each of the atlases in Example 2.3 does indeed
induce a differentiable structure.

Exercise 2.3. Show that the two atlases for Sm defined in Example 2.3 are
compatible, and hence induce the same differentiable structure.

Exercise 2.4. Consider the atlas B + {x 7→ x29} for R.

(a) Show that B is a differentiable atlas.

(b) Show that B is not compatible with the standard atlas A + {x 7→ x}.
(c) Find a diffeomorphism between (R,A) and (R,B).

Exercise 2.5. Show that a map F : M → N between smooth manifolds M
and N is smooth if and only if the map f ◦ F : M → R is smooth for every
smooth f : N → R.
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Exercise 2.6. The complex projective space CPn is the space of complex
lines in Cn+1; that is, CPn + (Cn+1 \ {0})/ ∼, where

x ∼ y ⇐⇒ y = λx for some λ ∈ C \ {0} .
Find a differentiable atlas which makes CPn a 2n-dimensional differentiable
manifold.

Exercise 2.7. Show that the multiplication and inversion maps

GL(Rn)×GL(Rn)→ GL(Rn)

(A,B) 7→ A ·B
and

GL(Rn)→ GL(Rn)

A 7→ A−1,

respectively, are smooth.

A differentiable manifold equipped with a group structure is called a Lie
group if its multiplication and inversion maps are smooth.

Exercise 2.8. Let Mn be a manifold-with-boundary. Show that ∂Mn is an
(n− 1)-manifold. If Mn is smooth, show that the boundary charts induce a
smooth atlas for ∂Mn.

Exercise 2.9. Find atlases which make Bn and Rn \ Bn, respectively, dif-
ferentiable manifolds-with-boundary.
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3. The tangent space and tangent maps

There are three natural notions of tangency for a smooth manifold Mn. The
first, and most abstract, definition views tangency through charts, using the
intuitive identification of points and vectors in Rn.

Definition 3.1. Let M be a smooth manifold(-with-boundary) and p a point
of M . The tangent space (chart version) to M at p is the vector space TpM
consisting of equivalence classes [(ϕ, u)] of pairs (ϕ, u) of charts ϕ : U → Rn
for M with p ∈ U and vectors u ∈ Rn under the equivalence relation

(ϕ, u) ∼ (η, v) ⇐⇒ d(η ◦ ϕ−1)ϕ(p)u = v ,

equipped with the linear structure defined by

[(ϕ, u)] + λ[(η, v)] + [(η, d(η ◦ ϕ−1)ϕ(p)u+ λv)], λ ∈ R .

The basic idea is this: we think of a vector as being an “arrow” telling
us which direction we are “pointing” inside the manifold. This information
is encoded by viewing the direction through a chart — i.e. seeing which
way we point “downstairs” in the chart. The equivalence relation allows us
to pull this information back “upstairs” to the manifold, by removing the
ambiguity of the choice of chart through which to determine the direction.

Another way to think about it is the following: we have a local descrip-
tion for M using charts, and we know what a vector is “downstairs” in
each chart. We want to define a space of vectors TpM “upstairs” in such
a way that the derivative map dϕp of the chart map ϕ makes sense as a
linear operator between the vector spaces TpM and Rn, and so that the
chain rule continues to hold. Now, given two distinct charts ϕ : U → Rn
and η : V → Rn about p, we would have for any vector u ∈ TpM vectors
v = dϕpu ∈ Rn and w = dηpu ∈ Rn. Now, if the chain rule is to hold, then
we would have

dϕ−1
ϕ(p)v = dη−1

η(p)w

(since both are equal to u) and this would hold only if

d(η ◦ ϕ−1)ϕ(p)v = w .

Observe that for any chart ϕ : U → Rn about p we may define a map
dϕp : TpM → Rn by

dϕp[(ϕ, u)] + u .

This map is a linear isomphism and satisfies (formally) the chain rule4.

4This will agree with our more general definition of derivatives of maps between manifolds
below.
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Observe also that each chart ϕ : U → Rn about a given point p gives
rise to a natural basis {ei|p}ni=1 for TpM defined by

ei|p + [(ϕ, ei)] ,

where {ei}ni=1 is the canonical basis for Rn. Equivalently,

ei|p + dϕ−1
ϕ(p)ei ,

where dϕ−1
ϕ(p) + (dϕp)

−1.

The second definition expresses tangent vectors from the point of view
of “velocities” of motions of “point particles” through the manifold.

Definition 3.2. Let M be a smooth manifold(-with-boundary) and p a point
of M . The tangent space (path version) to M at p is the vector space PpM
consisting of equivalence classes [γ] of smooth curves γ : I → M such that
0 ∈ I and γ(0) = p under the equivalence relation

γ ∼ σ ⇐⇒ (ϕ ◦ γ)′(0) = (ϕ ◦ σ)′(0)

for some (and hence any) chart ϕ : U → Rn with p ∈ U , equipped with the
linear structure defined by

[γ] + λ[σ] +
[
s 7→ ϕ−1

(
ϕ(p) + s

[
(ϕ ◦ γ)′(0) + λ(ϕ ◦ σ)′(0)

])]
, λ ∈ R

for some (and hence any) chart ϕ : U → Rn with p ∈ U .

In this definition, we think of tangent vectors as corresponding to the
instantaneous velocities of point particles travelling along curves in the man-
ifold. This information is once again encoded by viewing the velocities
downstairs through a chart, and then pulling back upstairs via the obvious
equivalence relation.

Observe that each chart ϕ : U → Rn about a given point p gives rise to
a natural basis {ẋi|p}ni=1 for PpM defined by

ẋi|p + [s 7→ ϕ−1(ϕ(p) + sei)] ,

where {ei}ni=1 is the canonical basis for Rn.

The final definition of tangency expresses the notion of a tangent vector
as a (directional) derivative operator on functions.

Definition 3.3. Let M be a smooth manifold(-with-boundary) and p a point
of M . The tangent space (derivation version) to M at p is the vector
space DpM of smooth derivations at p. That is, the space of R-linear maps
u : C∞(M)→ R satisfying the Leibniz rule

u(fg) = (uf)g(p) + f(p)(ug) , f, g ∈ C(M) ,

equipped with the linear structure defined by

(u+ λv)f + uf + λ(vf) .
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Observe that each chart ϕ : U → Rn about a given point p gives rise to
a natural basis {∂i|p}ni=1 for DpM defined by

∂i|p + f 7→ d(f ◦ ϕ−1)ϕ(p)ei ,

where {ei}ni=1 is the canonical basis for Rn.

Theorem 3.4. The maps α : TpM → PpM , β : PpM → DpM and δ :
DpM → TpM defined by

α([(ϕ, u)]) + [s 7→ ϕ−1(ϕ(p) + su)] ,

β([γ])f +
d

ds

∣∣∣
s=0

(f ◦ γ)

and5

δ(u) + [(ϕ, (uϕ1, . . . , uϕn))] ,

for some (and hence any) chart ϕ : U → Rn with p ∈ U , are isomorphisms.

Proof. It suffices to show that the triple composition

TpM →
α
PpM →

β
DpM →

δ
TpM

is the identity map. This is a straightforward consequence of the definitions:

(δ ◦ β ◦ α)([(ϕ, u)]) = (δ ◦ β)([s 7→ ϕ−1(ϕ(p) + su)])

= δ

([
f 7→ d

ds

∣∣∣
s=0

f(ϕ−1(ϕ(p) + su))

])
= δ

([
f 7→ d(f ◦ ϕ−1)ϕ(p) · u

])
=

[(
ϕ,

n∑
i=1

(
d(ϕi ◦ ϕ−1)ϕ(p) · u

)
ei

)]
= [(ϕ, u)] .

This completes the proof; however, since it will prove illustrative, we shall
also reach the claim through the remaining two possible triple compositions.

For the composition

PpM →
β
DpM →

δ
TpM →

α
PpM ,

5In order to ensure that δ is well defined, we need to extend ϕ : U → Rn smoothly to M (not

necessarily as a chart) in such a way that δ is independent of the extension. This can be achieved
by multiplying ϕ with a smooth cut-off function which vanishes outside of a neighborhood W b U
of p and is 1 in a neighborhood V bW of p and then making ϕ zero outside of U . We leave it to

the reader to check that such a cut-off function exists and that uϕi is independent of the resulting
extension.

21



AN INTRODUCTION TO RIEMANNIAN GEOMETRY

we have

(α ◦ δ ◦ β)([γ]) = (α ◦ δ)
([
f 7→ (f ◦ γ)′(0)

])
= α

([(
ϕ,

n∑
i=1

(
ϕi ◦ γ

)′
(0)ei

)])
=
[
s 7→ ϕ−1

(
ϕ(p) + s (ϕ ◦ γ)′ (0)

)]
= [γ] .

For the composition

DpM →
δ
TpM →

α
PpM →

β
DpM ,

we proceed as follows:

(β ◦ α ◦ δ)(u) = (β ◦ α)

([(
ϕ,

n∑
i=1

(uϕi)ei

)])

= β

([
s 7→ ϕ−1

(
ϕ(p) + s

n∑
i=1

(uϕi)ei

)])

=

[
f 7→ d

ds

∣∣∣
s=0

f ◦ ϕ−1

(
ϕ(p) + s

n∑
i=1

(uϕi)ei

)]

=

[
f 7→

n∑
i=1

(uϕi)d(f ◦ ϕ−1)ϕ(p) · ei

]
.

We claim that this is the same as u. indeed, by Taylor’s theorem (applied
to f ◦ ϕ−1),

f(q) = f(p) +
n∑
i=1

Gi(q)(ϕ
i(q)− ϕi(p))

for some smooth functions Gi with Gi(p) = d(f ◦ ϕ−1)ϕ(p) · ei. Thus,

uf =
n∑
i=1

Gi(p)uϕ
i =

n∑
i=1

uϕid(f ◦ ϕ−1)ϕ(p) · ei . �

From now on, we will denote the tangent space to M at p by TpM ,
implicitly identifying each of the three versions using the natural isomor-
phisms.

Modulo the natural isomorphisms, {∂i|p}ni=1 is called the coordinate
basis for TpM corresponding to the chart ϕ : U → Rn.

Note that we may identify the tangent spaces TpRn of Rn with Rn using
the identity chart by identifying a vector v =

∑n
i=1 v

i∂i|p ∈ TpRn with the
point

∑n
i=1 v

iei ∈ Rn.
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Recall that the classical differential dfp at p ∈ Rn of a smooth map
f : U ⊂

open
Rn → Rm is the linear map from Rn → Rm given by

dfp(v) +
n∑
i=1

m∑
j=1

ui
∂f j

∂xi

∣∣∣∣
p

ej .

Definition 3.5. The differential (a.k.a., the tangent map or push-
forward) at p ∈ Mm of a smooth map f : Mm → Nn is the linear map
dfp : TpM

m → Tf(p)N
n defined, with respect to some (and hence any) pair

of charts ϕ : U → Rm about p and η : V → Rn about F (p), by

dfp[(ϕ, u)] = [(η, d(η ◦ f ◦ ϕ−1)ϕ(p)u)] .

The rank of f at p is the rank of dfp, which is defined as

rank(dfp) + rank
(
d(η ◦ f ◦ ϕ−1)ϕ(p)

)
for some (and hence any) pair of charts ϕ : U → Rm about p and η : V → Rn
about f(p). The nullity of f at p is defined as null(dfp) + m− rank(dfp).

In terms of paths, dfp is given by

dfp[γ] = [f ◦ γ] ,

while, in terms of derivations, it is given by

(dfp · u)g = u(g ◦ f) .

Observe that (upon identifying TpRn with Rn) the differential of a smooth
map f : Rn → Rm is just the usual differential. We also observe that (iden-

tifying TrR with R) the differentials dxjp of the component functions of any
chart ϕ = (x1, . . . , xn) : U → Rn for M satisfy

dxjp(∂i|p) = δji +

{
1 if i = j

0 if i 6= j .

Definition 3.6. A smooth map f : M → N between smooth manifolds(-
with-boundary) M and N is called a local diffeomorphism/immersion/
submersion, respectively, if its linearization dfp : TpM → Tf(p)N is an iso-
morphism/monomorphism/epimorphism, respectively, for all p ∈ M . The
map f is called an embedding if it is a diffeomorphism onto its image. An
immersion γ : I →M from an interval I ⊂ R into a smooth manifold M is
called a regular curve in M .

Example 3.7. Projection mappings πM : M × N → M are submersions.
Inclusion mappings ιM : M →M ×N are embeddings.
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Definition 3.8. A subset M of a smooth n-manifold-with-boundary N is a
smooth m-submanifold(-with-boundary) if for every point p in M there
exists a neighborhood V of p in N , an open set U ⊂ Rm (Rm+ ) and a smooth
map ξ : U → N such that ξ is a homeomorphism onto M ∩ V and dξ|q is
injective for every q ∈ U .

Definition 3.8 characterizes a submanifold as a subset which may be
written locally as the image of an embedding. The following proposition
provides useful equivalent definitions of a submanifold. Its proof is an ap-
plication of the classical inverse function theorem, which we now recall.

Theorem 3.9 (Classical inverse function theorem). Let f be a smooth
function from an open neighbourhood of x ∈ Rn to Rn. If the derivative
dfx : Rn → Rn at x is an isomorphism, then there exist neighbourhoods U
of x and V of f(x) such that f |U is a diffeomorphism from U to V .

Proposition 3.10. Let M be a subset of a smooth manifold N . The fol-
lowing are equivalent:

(a) M is an m-dimensional submanifold.

(b) M is an m-dimensional manifold and admits a differentiable struc-
ture with respect to which the inclusion ι : M → N is an embedding.

(c) For every p ∈ M there exists an open set V ⊂ N containing p,
an open set W ⊂ Rn and a diffeomorphism F : V → W such that
F (M ∩ V ) = W ∩ (Rm × {0}).

(d) For every point p ∈M and every chart y : W → Rn for N about p,
there exists an open set V ⊂W containing p, an open set U ⊂ Rm,
a smooth map f : U → Rn−m and a permutation σ ∈ Sn such that

M∩V =
{
p ∈ V :

(
yσ(m+1)(p), . . . , yσ(n)(p)

)
= f

(
yσ(1)(p), . . . , yσ(m)(p)

)}
.

(e) For every p ∈ M there exists an open subset V of N containing p
and a submersion π : V → Rn−m such that M ∩ V = π−1(0).

Proof. We will not prove the implications “(b) implies (a)”, “(c) implies
(a)”, “(d) implies (c)” or “(c) implies (e)”, as these are more or less imme-
diate. It then suffices to establish that “(a) implies (b)”, “(a) implies (d)”
and “(e) implies (d)”.

We first establish that (a) implies (b). If M is an m-dimensional sub-
manifold of N , then, given p ∈ M , we can find an open subset U of Rm,
a neighbourhood V of p in N , and a smooth map ξ : U → N which is a
homeomorphism onto M ∩ V and has injective derivative. Without loss of
generality, the closure of V is contained in the domain of a chart ψ for N
(since otherwise we may simply intersect it with an open set whose closure
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lies in the domain of a chart ψ of our choice, and then replace U by the
preimage of the intersection). If we denote by Ṽ the image of V under ψ

and by M̃ the image of M under ψ, then the composition ξ̃ + ψ ◦ ξ : U → V
is a homeomorphism of U onto M̃ ∩ V with injective derivative.

Set y + ψ(p) and x + ξ−1(p). Since dξ̃x is injective, we can choose a

bijection σ : {1, . . . , n} → {1, . . . , n} such that rows σ(1) to σ(m) of dξ̃p
are linearly independent. Thus, if we define the projection π : Rn → Rm
by π(z1, . . . , zn) + (zσ(1), . . . , zσ(m)), then d(π ◦ ξ̃)x is an isomorphism, and
hence the inverse function theorem provides open sets A ⊂ U about x and
B ⊂ π(Ṽ ) ⊂ Rm about π(y) and a smooth inverse η : B → A of π ◦ ξ̃|A.

We claim that the set A consisting of the maps

ϕ + π ◦ ψ|W : W → B , where W + ξ(A)

thus defined for each p ∈ M is a differentiable atlas for M . Indeed, since
p = ξ(x) ∈ ξ(A), the domains certainly cover M . Moreover, each map ϕ is
the inverse of the homeomorphism ξ ◦ η. Finally, for any pair of points p
and q in M , the corresponding transition map

ϕp ◦ ϕ−1
q |Wp∩Wq = πp ◦ ψp ◦ ξq ◦ ηq|Wp∩Wq

= πp ◦ (ψp ◦ ψ−1
q ) ◦ (ψq ◦ ξq) ◦ ηq|Wp∩Wq

is smooth whenever the overlap is nontrivial. The corresponding maximal
atlas therefore provides a differentiable structure for M .

Finally, with respect to the induced topology, the inclusion ι : M → N
is a homeomorphism and, for any pair of charts ϕ for M and ψ for N as
above, we have ψ ◦ ι ◦ϕ−1 = (ψ ◦ ξ) ◦ η, which has injective derivative. That
is, ι is an embedding, which establishes (b).

To see that (a) implies (d), we simply proceed as above, defining the

components of f to be the components σ(m+1), . . . , σ(n) of the map ξ̃◦η|B.

It remains then to prove that (e) implies (d). Given p ∈ M , let π :
V → Rn−m be a submersion of a neighbourhood V of p in N such that
π−1({0}) = M ∩ V . Without loss of generality, the closure of V lies in the
domain of a chart ψ for N . Set x + ψ−1(p) and U + ψ(V ). Since d(π◦ψ−1)x
is a surjective, we may find a bijection σ : {1, . . . , n} → {1, . . . , n} such that
its columns σ(m+1), . . . , σ(n) are linearly independent. Define P : U → Rn
by P (z) + (zσ1, . . . , zσ(m), π(z)). Then dPx is an isomorphism, and hence

the inverse function theorem provides an inverse P−1 for P restricted to
some neighbourhood of x. Observe that (d) holds with f(z1, . . . , zm) given
by the components σ(m+ 1), . . . , σ(n) of P−1(z1, . . . , zm, 0). �

A version of the proposition also holds in the context of manifolds-with-
boundary.
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Proposition 3.10 yields a rich supply of examples of manifolds. Indeed,
by parts (a) and (b), the image of a smooth map ξ : U ⊂

open
Rm → Rn which

is a homeomorphism onto its image and has everywhere injective derivative
is a smooth m-manifold. By parts (b) and (d), the graph

graphu + {(x, u(x)) : x ∈ Ω ⊂
open

Rn}

of any smooth function u : Ω → R is a smooth n-manifold. By parts (b)
and (e), the zero set

zerou + {x ∈ Ω ⊂
open

Rn+1 : u(x) = 0}

of any smooth function u : Ω → R with nowhere-vanishing gradient is a
smooth n-manifold.

Example 3.11. By Proposition 3.10 (e), the following level sets are sub-
manifolds of Euclidean space.

(1) The sphere, Sn = {x ∈ Rn+1 : |x| = 1};
(2) The cylinder {(x, y) ∈ Rm × Rn : |x| = 1};
(3) The torus T 2 = {(x, y) ∈ R2 × R2 : |x| = |y| = 1

2};
(4) The special linear group SL(Rn) + {L ∈ GL(Rn) : detL = 1} ;

(5) The orthogonal group O(Rn) + {L ∈ GL(n) : LLT = I}.

The inverse function theorem can be generalized to smooth maps be-
tween smooth manifolds(-with-boundary) by applying the classical version
in charts.

Theorem 3.12 (Inverse function theorem). Let f : M → N be a smooth
map between smooth manifolds(-with-boundary) M and N . If dfp : TpM →
Tf(p)N is an isomorphism then there exist neighborhoods U of p and V of
f(p) such that f |U is a diffeomorphism from U to V .

Proof. Let ϕ : U → Rn and η : V → Rn be charts for M and N about p
and f(p), respectively. If dfp : TpM → Tf(p)N is an isomorphism, then so

is d(η ◦ f ◦ ϕ−1)ϕ(p). So the inverse function theorem provides open subsets

A ⊂ U and B ⊂ V such that η ◦ f ◦ ϕ−1|A : A → B is a diffeomorphism.
That is, f is a diffeomorphism from ϕ−1(A) to η−1(B). �

The implicit function theorems are generalized similarly.

Theorem 3.13 (Implicit function theorem (surjective version)). Let f :
M → N be a smooth map between smooth manifolds(-with-boundary) M
and N . If df(p) : TpM → Tf(x)M is an epimorphism then there exists a

neighborhood U of p such that f−1({f(p)}) ∩ U is a smooth submanifold of
M of dimension null(df(p)).
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Theorem 3.14 (Implicit function theorem (injective version)). Let f : M →
N be a smooth map between smooth manifolds(-with-boundary) M and N . If
df(p) : TpM → Tf(p)M is a monomorphism then there exists a neighborhood
U of p such that f |U is an embedding.

Exercises.

Exercise 3.1. Show that the equivalence relation in Definition 3.2 does not
depend on the choice of chart.

Exercise 3.2. Consider the differentiable manifold defined by equipping Rn
with its standard differentiable structure (induced by the identity chart id :
Rn → Rn). Given p ∈ Rn, TpRn is isomorphic to Rn via the identification

[(id, u)] 7→ u .

Write down explicit isomorphisms PpRn → Rn and DpRn → Rn.

Exercise 3.3. Let Mm be a smooth manifold and p a point of Mm. Show
that, given any chart ϕ : U → Rn about a point p, the induced bases for TpM ,
PpM and DpM coincide under the corresponding natural isomorphisms.

Exercise 3.4. Show that the rank of a smooth map does not depend on the
choice of charts.

Exercise 3.5. Let ϕ be a chart for a differentiable manifold. Show that ϕ−1

is a local diffeomorphism.

Exercise 3.6. Show that the projection map π : Sn → RPn defined by
π(x) = [x] is a local diffeomorphism.

Exercise 3.7. Let M be a differentiable manifold.

– Show that, for any y ∈ M , the inclusion map ι : M → M ×M
defined by ι(x) = (x, y) is an embedding.

– Show that the projection map π : M×M →M defined by ι(x, y) = x
is a submersion.

Exercise 3.8. Let G be a Lie group. Show that, for any x ∈ G, left multi-
plication by x, y 7→ Lx(y) + x · y, is a local diffeomorphism.

Exercise 3.9. Let G be a Lie group. Show that the multiplication map is a
submersion from G×G to G.

Exercise 3.10. Show that the inclusion of Sn (equipped with the atlas in-
duced by stereographic projection) into Rn+1 is an embedding.

Exercise 3.11. Prove that CP 1 is diffeomorphic to S2. Hint: Consider
the atlas for S2 given by the two stereographic projections, and the atlas for
CP 1 given by the two projections [z1, z2] 7→ z2/z1 ∈ C ∼= R2 and [z1, z2] 7→
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z1/z2. Now define a map between the two manifolds by defining it between
corresponding charts in such a way that it agrees on overlaps.

Exercise 3.12. Consider S3 ⊂ R4 ∼= C2. Define π : S3 → CP 1 ∼= S2 to be
the restriction of the canonical projection (z1, z2) 7→ [z1, z2]. Show that π is
a submersion.

Exercise 3.13. What are the dimensions of the submanifolds SL(Rn) and
O(Rn) of GL(Rn)?
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4. Some differential topology

We will now briefly present some beautiful applications of differential geom-
etry to topology, following Milnor [6].

Definition 4.1. Let f : M → N be a smooth map between smooth manifolds-
with-boundary M and N . A point x ∈ M is critical (a.k.a. singular) if
df(x) : TxM → Tf(x)N is not surjective (that is, if Rank(df(x)) < dim(N)).

Else, x is a regular point. A value y ∈ N is regular if f−1({y}) contains
no singular points. Else, y is a critical (a.k.a. singular) value.

Note that every point y ∈ N \ f(M) is counted as a regular point (since
f−1({y}) is empty, it cannot contain any singular point). We will denote the
set of regular values of a smooth map f by regf . By the implicit function
theorem (surjective version), the level sets f−1({y}) corresponding to a reg-
ular value y are smooth submanifolds of M of dimension dim(M)−dim(N).

Theorem 4.2 (Regular value theorem). Let f : M → N be a smooth map
between smooth manifolds-with-boundary M and N . If y ∈ N is a regular
value for both f and f |∂M then f−1({y}) is a smooth submanifold-with-
boundary of M and ∂f−1({y}) = f−1({y}) ∩ ∂M of dimension dim(M) −
dim(N).

Example 4.3. Define u : Rn+1 → R by u(x) + 1
2 |x|

2. Then Du(x) = x.

That is, given v ∈ TxRn+1 ∼= Rn+1, Dvu(x) = 〈v, x〉. It follows that all
points x ∈ Rn+1 except for the origin are regular and all values t > 0
are regular. So the level sets u−1({t}) = {|x|2 = 2t} = Sn√

2t
are smooth

submanifolds of Rn+1.

If M is compact and dim(M) = dim(N) then f−1({y}) is a compact
zero dimensional submanifold-with-boundary of M and hence a finite set
of points. In this case, we can define the function #f−1 : regf → N by
#f−1(y) + |f−1({y})|.

Lemma 4.4. Let f : M → N be a smooth map from a smooth, compact
manifold M to a smooth manifold N of the same dimension. The function
#f−1 is locally constant.

Proof. Given y ∈ regf there exist finitely many points x1, . . . , xN ∈M such
that f−1({y}) = {x1, . . . , xN}. By the inverse function theorem, we can
find pairwise disjoint neighborhoods U1, . . . , UN of x1, . . . , xN , respectively,
on which f is a diffeomorphism. Set Vi = f(Ui) for each i = 1, . . . , N . We
claim that #f−1 is constant on the neighborhood

V + (V1 ∩ · · · ∩ VN ) \ f(M \ (U1 ∪ · · · ∪ UN ))
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of y. Indeed, given z ∈ V there exist, for each i = 1, . . . , N , points zi ∈ Ui
such that f(zi) = z. So #f−1(z) ≥ #f−1(y). On the other hand, if w ∈
f−1({z}) then w ∈ Ui for some i and hence w = zi. �

Theorem 4.5 (Fundamental theorem of algebra). Every non-constant poly-
nomial over C has a zero in C.

Proof. Recall that the stereographic projection maps ϕ : S2\{(0, 0,−1)} →
C and ϕ : S2 \ {(0, 0, 1)} → C are given by

ϕ(x, y, z) =

(
x

1 + z
,

y

1 + z

)
and ϕ(x, y, z) =

(
x

1− z
,

y

1− z

)
and their inverses by

ϕ−1(u+iv) =

(
2u, 2v, 1 + u2 + v2

)
1 + u2 + v2

and ϕ−1(u+iv) =

(
2u, 2v,−1 + u2 + v2

)
1 + u2 + v2

.

A polynomial p : C→ C, z 7→ p(z) = a0z
n + · · ·+ an, a0 6= 0, induces a map

f : S2 → S2 via

f(X) +

{
(ϕ−1 ◦ p ◦ ϕ)(X) if X 6= (0, 0, 1)

(0, 0, 1) if X = (0, 0, 1) .

We claim that f is smooth (with respect to the differentiable structure on S2

induced by stereographic projection). It suffices to check that f is smooth
at (0, 0, 1), and for this it suffices to check that the map

ϕ ◦ f ◦ ϕ−1 = ϕ ◦ ϕ−1 ◦ p ◦ ϕ ◦ ϕ−1

is a smooth map from C \ {0} to C \ {0}. Observe (either by algebraic
manipulations or Euclidean geometry) that

ϕ ◦ ϕ−1(z) = ϕ ◦ ϕ−1(z) =
z

|z|2
=

1

z
.

Thus,

ϕ ◦ f ◦ ϕ−1(z) =
1

p (z−1)
=

zn

a0 + a1z + · · ·+ anzn
,

which is clearly a smooth map.

Since p is non-constant, Dp has finitely many zeroes. That is, f has only
finitely many critical points and hence only finitely many critical values,
y1, . . . , yN . It follows that regf = S2 \ {y1, . . . , yN} is connected. The
preceding lemma now implies that #f−1 : regf → N is constant. Since p
is non-constant, regf is nonempty, so the constant #f−1 must be positive.
We conclude that f is surjective. In particular, 0 ∈ p(C). �

Theorem 4.6 (Weierstrass approximation theorem). The space of smooth
functions on a compact smooth manifold-with-boundary is dense in the space
of continuous functions (with respect to the uniform topology).
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Proof. We will prove the claim when M = Bn. The proof for the general
case is not that much harder (but we have to work in charts). First, we
extend f to a continuous function on Rn by

f(x) +


f(x) if x ∈ Bn

f

(
x

‖x‖

)
(‖x‖ − 2) if x ∈ Bn

2 \Bn

0 if x /∈ Bn
2 .

Next define, for any t > 0,

(4.1) ft(x) + (4πt)−
n
2

∫
Rn

e
‖x−y‖2
−2t f(y) dy .

By the bounded convergence theorem, we can differentiate through the inte-
gral; so ft is smooth for all t > 0. Moreover, ft → f uniformly as t→ 0. �

Remark 4.7. The function (x, t) 7→ ft(x) defined by (4.1) is the solution
to the heat equation with initial condition f0 = f .

Lemma 4.8 (Hirsch). No smooth, compact manifold-with-boundary M ad-
mits a smooth retraction f : M → ∂M to its boundary ∂M .

Proof. Suppose, to the contrary, that there is a smooth retraction f : M →
∂M . By Sard’s theorem (see [6, §3]), there exists some y ∈ regf . Since
f |∂M is the identity map, y ∈ regf |∂M and the regular value theorem im-
plies that f−1({y}) is a smooth, compact 1-submanifold-with-boundary of
M and ∂f−1({y}) = f−1({y}) ∩ ∂M = {y}. But this is impossible: any
compact 1-manifold-with-boundary is a finite disjoint union of circles and
compact intervals, and hence possesses an even number of boundary points,
a contradiction. �

Corollary 4.9 (Smooth Brouwer). Every smooth map f : Bn → Bn has a
fixed point.

Proof. Suppose, to the contrary, that there exists a smooth map g : Bn →
Bn with no fixed points. Then the map f defined by sending a point x ∈ Bn

to the intersection of ∂Bn with the ray from f(x) through x is a smooth
retraction of Bn onto ∂Bn. �

Corollary 4.10 (Brouwer). Every continuous map f : Bn → Bn has a fixed
point.

Proof. Suppose, to the contrary, that there exists a continuous map g :
Bn → Bn with no fixed points. Set

µ + min
Bn
‖g(x)− x‖ > 0 .
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By the Weierstrass approximation theorem, there exists a smooth function
f : Bn → Bn such that

‖f − g‖∞ <
µ

2
.

Set

gµ +
f

1 + µ
.

Then

‖gµ − g‖∞ =
1

1 + µ
2

‖p−
(
1 + µ

2

)
g‖∞ ≤ ‖p− g‖∞ + µ

2‖g‖∞ < µ .

It follows that gµ has no fixed points, contradicting the smooth Brouwer

fixed point theorem. Indeed, if gµ(z) = z for some z ∈ Bn then

µ = min
Bn
‖g(x)− x‖ ≤ ‖g(z)− z‖ = ‖g(z)− gµ(z)‖ ≤ ‖gµ − g‖∞ < µ ,

a contradiction. �

The following theorem, known colloquially as the “you can’t comb a
hairy ball” theorem, is usually proved by methods of algebraic topology. The
following beautiful proof (due to Peter McGrath) is distinctly differentio-
topological.

Theorem 4.11 (Hairy ball theorem). The unit two sphere S2 ⊂ R3 admits
no continuous nowhere-vanishing vector field.

In the statement of the theorem, a (continuous) vector field on S2 is
taken to be a (continuous) map V : S2 → R3 such that 〈Vp, p〉 ≡ 0.

The subspace Lp + {v ∈ R3 : 〈v, p〉 = 0} of R3 clearly has something
to do with the tangent space TpS

2 to S2 at p. Indeed, we can (canonically)
identify the two spaces as follows. First note that the inclusion map ι :
S2 → R3 induces an injective linear homomorphism dιp : TpS

2 → TpR3 for
each p ∈ S2. On the other hand, we may identify TpR3 with R3 via the
isomorphism

ui∂i|p 7→ uiei ,

where {e1, e2, e3} the standard oriented basis for R3 and {∂1|p, ∂2|p, ∂3|p} is
the coordinate basis for TpR3 with respect to the identity chart. Now, if
γ : I → S2 is a regular curve, then |ι ◦ γ|2 ≡ 1, and hence

0 ≡ d

dt

∣∣∣∣
t=0

1

2
|ι ◦ γ|2 =

〈
(ι ◦ γ)′(0), ι ◦ γ(0)

〉
.

That is, (ι ◦ γ)′(0) ∈ L(ι◦γ)(0). The map [γ] ∈ TpS2 7→ (ι ◦ γ)′(0) ∈ Lp coin-

cides with dιp after identifying TpR3 ∼= R3, and is therefore an isomorphism.
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Observe also that we can equip each tangent space TpR3 to R3 (and
hence also each tangent space TpS

2 to S2) with a canonical inner product
〈·, ·〉p using the canonical identification of TpR3 and R3. That is,

〈
ui∂i|p, vi∂i|p

〉
p
+

3∑
i=1

uivi .

Proof of Theorem 4.11 (following Peter McGrath). Contrary to the
claim, suppose that S2 admits a continuous nowhere-vanishing vector field
V . Without loss of generality, |V | ≡ 1 (since else we may replace V with
V/|V |).

At each point p ∈ S2, we may equip TpS
2 ⊂ TpR3 with the orthonormal

basis {Vp, V ⊥p }, where V ⊥p is the unit vector orthogonal to both Vp and Xp +
pi∂i|p such that {Vp, V ⊥p , Xp} has the same orientation as the coordinate
basis.

For each p ∈ S2, denote by Φp the isometry of R3 that maps p to

the origin and whose derivative at p maps {Vp, V ⊥p , Xp} to {e1, e2, e3} after

identifying T0R3 with R3. Note that this map Fp + (dΦp)p : TpR3 → T0R3 ∼=
R3 maps a vector tangent to S2 at p into the oriented plane e1 ∧ e2, which
we identify with R2 in the obvious way. We may now define the rotation
number (with respect to V ) of a regular curve γ : S1 → S2 as the winding
number of the curve s 7→ Fγ(s)γ

′(s).

Given p ∈ S2 and s ∈ (−1, 1), consider the parallel at height s in the
direction p,

Cp,s + {q ∈ S2 : 〈q, p〉 = s} .
We may choose a regular parametrization cp,s : S1 → S2 of each Cp,s such
that |c′p,s| ≡ 1 and the orientation of {Fcp,sc′p,s, cp,s} agrees with that of
{e1, e3}. These curves are all regularly homotopic and so have the same
rotation number, say r ∈ Z. Now, when s = 0, the two curves cp,0 and c−p,0
parametrize the same parallel but with opposite orientations. Thus, r = −r,
and hence r = 0. On the other hand, for s close to 1, the rotation number
of cp,s is close to the rotation number of a circle in the plane because V is
close to Vp on cp,s. So r ∈ {−1, 1}, which is impossible. �
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5. THE TENSOR ALGEBRA OF A LINEAR SPACE

5. The tensor algebra of a linear space

“A comathematician is a machine for turning cotheorems
into fee.” — Paul Erdös∗.

Associated with any finite dimensional real linear space V is its dual
space V ∗ — the real linear space of real linear maps from V to R. The dual
(V ∗)∗ of V ∗ is isomorphic to V via the obvious identification6:

v(α) + α(v) for any v ∈ V and α ∈ V ∗ .

Associated with any pair of (not necessarily distinct) finite dimensional
real linear spaces spaces U and V are the direct sum U ⊕ V and tensor
product U ⊗ V .

The direct sum U ⊕V is simply the real linear space formed by equip-
ping the set of ordered pairs (u1, v1) ∈ U × V with the obvious linear struc-
ture:

(u1, v1) + λ(u2, v2) + (u1 + λu2, v1 + λv2)

for u1, u2 ∈ U , v1, v2 ∈ V and λ ∈ R. If we identify U and V with U⊕{0} and
{0}⊕V , respectively, we may write u+v instead of (u, v) without ambiguity.
The direct sum is associative and Abelian, in the sense that (U ⊕V )⊕W is
canonically isomorphic to U⊕(V ⊕W ) and U⊕V is canonically isomorphic to
V ⊕U . The infinite direct sum7 ⊕∞i=1Vi is the real linear space generated
by all finite formal linear combinations of elements vi ∈ Vi.

Given finite dimensional linear spaces U and V , the tensor product
U∗ ⊗ V is defined to be8 the linear space Hom(U, V ) of linear maps from U
to V . Given α ∈ U∗ and v ∈ V , we can define a “tensor” α ⊗ v ∈ U∗ ⊗ V ,
called the tensor product of α and v, by

(α⊗ v)(u) + α(u)v for u ∈ U .

Since any finite dimensional linear space may be treated as the dual of its
dual, this defines the tensor product of any pair of finite dimensional linear
spaces.

Note that Hom(U, V ) is isomorphic to the space Hom(U, V ∗;R) of bilin-
ear maps from U × V ∗ to R via the obvious rule

T (u, ϑ) + ϑ(T (u)) .

6Of course, any two linear spaces of the same finite dimension are isomorphic. The point

here is that we are presented with a “canonical” choice of isomorhism, which we may henceforth
employ without further mention, whereas, in general, such an isomorphism depends on making
some arbitrary choice (of basis, say).

7Note that this is not the same as equipping the infinite Cartesian product with the canonical
linear structure. Compare the box and product topologies on

∏
N R.

8There are other definitions (which agree up to “canonical” isomorphism). See, for example,
[8, Chapter 2].
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Elements of a tensor product space U ⊗ V which can be written as the
tensor product u ⊗ v of elements u of U and v of V are called simple.
Each element of U ⊗ V can be written as a linear combination of simple
elements. Indeed, if {ei}mi=1 is a basis for U and {fi}ni=1 is a basis for V ,
then {ei ⊗ fj}m,ni,j=1 is a basis for U ⊗ V . So U ⊗ V is a real linear space of
dimension m× n.

The keen eyed observer will have noticed that we have just opened Pan-
dora’s box — we can generate an endless number of natural spaces from
any given real linear space V : applying the dual, direct sum and tensor
product operations yields myriad “tensor spaces” over V . These spaces are
also linear, as are the spaces of linear maps between them, and also the
tensor spaces over these new spaces, etc, etc. The number of algebraically
distinct spaces thus produced is greatly reduced by canonical isomorphisms,
however. This is formalized by the universal property.

Proposition 5.1 (The universal property). Let U , V and W be finite di-
mensional real linear spaces. Given any bilinear map U × V → W there
exists a unique linear map U ⊗ V → W such that the following diagram
commutes:

U × V −→ W
π ↓ ↗
U ⊗ V

where π(u, v) + u⊗ v.

Proof. See [8, Chapter 2] or [5, Chapter 12]. �

Modulo canonical isomorphism, the tensor product of linear spaces is
associative and commutative. Note, however, that the tensor product of
elements of these spaces is not commutative.

The tensor algebra T (V ) over a finite dimensional real linear space V
is the algebra generated by finitely many direct sums and tensor products
of elements of V ∗:

T (V ) +
⊕
k∈N0

k⊗
i=0

V ∗ .

The tensor algebra is Z-graded: it is a direct sum of homogeneous sub-
spaces

T k(V ) +
k⊗
i=0

V ∗

satisfying T k(V )⊗T l(V ) ⊂ T k+l(V ). The degree of a homogeneous tensor
T ∈ T k(V ) is defined as deg(T ) = k.
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The tensor algebra is also Z2-graded: if we define the (Z2-homogeneous)
subspaces H0(V ) and H1(V ) of direct sums of tensors of even and odd de-
gree, respectively, then

T (V ) = H0(V )⊕H1(V )

and H i(V ) ⊗ Hj(V ) ⊂ H i+j(V ), where addition of indices is understood
modulo 2. Define a map η : T (V )→ T (V ) by

η(T ) + (−1)deg(T )T,

for homogeneous elements T , extended to all elements by distributing over
direct sums. Observe that η is an involutory automorphism. Indeed, if S
and T are homogeneous tensors, then

η(S⊗T ) = (−1)deg(S)+deg(T )S⊗T = (−1)deg(S)S⊗(−1)deg(T )T = η(S)⊗η(T ) .

Involutivity is clear. The even and odd subspaces are eigenspaces of η with
eigenvalue 1 and −1, respectively.

The mixed tensor algebra T (V ) over a finite dimensional real linear
space V is the Z×Z-graded algebra generated by finitely many direct sums
and tensor products of elements of V and V ∗, modulo canonical isompor-
phisms:

T (V ) +
⊕

(k,l)∈N0×N0

T (k,l)(V ) ,

where the homogeneous tensor spaces T (k,l)(V ) are defined by

T (k,l)(V ) +
k⊗
i=0

V ∗ ⊗
l⊗

j=0

V .

By the universal property, we can identify T (k,l)(V ) with the space

T (k,l)(V ) = Hom

V, . . . , V︸ ︷︷ ︸
k-times

;

l⊗
j=1

V


of multilinear maps from

∏k
i=1 V to

⊗l
j=1 V , where

∏
denotes the Cartesian

product.

5.1. Traces. Let V be a finite dimensional real linear space. Observe that
the homogeneous subspace T (1,1)(V ) is equipped with a trace operator tr :

T (1,1)(V )→ R defined by

tr(T ) +
n∑
i=1

ϑi(T (ei)) =
n∑
i=1

T ii ,
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where {ei}ni=1 is some basis for V and {ϑi}ni=1 is the corresponding dual
basis for V ∗; that is,

ϑj(ei) + δ
j
i +

{
1 if i = j

0 if i 6= j .

In order to make things more manageable, we henceforth make use of the
Einstein summation convention. That is, unless otherwise stated (or
clear from context), indices which appear twice, once in an “upper” position
and once in a “lower” position, are implicitly summed over.

Note that the trace is independent of the choice of basis for V . Indeed,
if {êi}ni=1 is some other basis for V and {ϑ̂i}ni=1 is the corresponding dual

basis for V ∗, then we can find some L = Ljiϑ
i ⊗ ej ∈ GL(V ) such that

êi = L(ei) = Ljiej

for each i. But then

ϑ̂j(ei) = (L−1)ki ϑ̂
j(êk) = (L−1)ji =⇒ ϑ̂j = (L−1)jiϑ

i ,

where (L−1)ji are the components of L−1. Note that

(L−1)ki L
j
k = (L−1)ki ϑ

j(L(ek))

= ϑj(L((L−1)ki ek))

= ϑj(L(L−1(ei)))

= ϑj(ei)

= δji ,

so

ϑ̂i(T (êi)) = (L−1)ikϑ
k(T (Ljiej))

= (L−1)ikL
j
iϑ
k(T (ej))

= δjkϑ
k(T (ej))

= ϑj(T (ej)) .

When k and l are both at least one, the homogeneous subspace T (k,l)(V )

is equipped with a family of trace operators tr(i,j) : T (k,l)(V )→ T (k−1,l−1)(V )

defined on each T ∈ T (k,l)(V ) by

(tr(i,j)T )(u1, . . . , uk−1, ϑ
1, . . . , ϑl)

+ tr
(
(u, ϑ) 7→ T (u1, . . . , ui−1, u, ui+1, . . . , uk−1, ϑ

1, . . . , ϑj−1, ϑ, ϑj+1, ϑl)
)
.

for any (k − 1)-tuple of vectors u1, . . . , uk−1 and any (l − 1)-tuple of cov-
ectors ϑ1, . . . , ϑl−1. That is, we “freeze” k − 1 covariant factors and l − 1
contravariant factors and take the trace of the resulting (1, 1)-tensor.

38



5. THE TENSOR ALGEBRA OF A LINEAR SPACE

5.2. Derivations. Let V be a finite dimensional real linear space. A linear
map D from the (covariant or mixed) tensor algebra T (V ) to itself is called
a derivation if it satisfies the Leibniz rule:

D(S ⊗ T ) = DS ⊗ T + S ⊗DT .

A derivation on the covariant tensor algebra is Z-graded of degree p if
D(T k(V )) ⊂ T k+p(V ); Z×Z-graded derivations on the mixed tensor algebra
are defined similarly, as are and Z2- and Z2 × Z2-graded derivations.

Observe that any derivation on the covariant tensor algebra is uniquely
determined by its action on V ∗. Indeed,

DT = D(Ti1...ikϑ
i1 ⊗ · · · ⊗ ϑik)

= Ti1...ikD(ϑi1 ⊗ · · · ⊗ ϑik)

= Ti1...ik

k∑
j=1

ϑi1 ⊗ · · · ⊗Dϑij ⊗ · · · ⊗ ϑik .

Similarly, any derivation on the mixed tensor algebra is uniquely determined
by its actions on V and V ∗.

A graded derivation of degree zero on the mixed tensor algebra com-
mutes with traces if

D(trT ) = tr(DT )

for any trace operator tr. Such derivations are uniquely determined by their
action on V since

0 = D(ϑ(u))

= D(tr(ϑ⊗ u))

= tr(D(ϑ⊗ u)))

= tr(Dϑ⊗ u+ ϑ⊗Du))

= Dϑ(u) + ϑ(Du)

and hence

Dϑ(u) = −ϑ(Du)

for any u ∈ V and any ϑ ∈ V ∗.

5.3. Symmetric and skew-symmetric tensors. Let V be a finite di-
mensional linear space. Given k ∈ N and i, j ∈ {1, . . . , k}, denote by πij the

isomorphism of
∏k
i=1 V which interchanges the i-th and j-th factors. A ten-

sor T ∈ T k(V ) is symmetric with respect to its i-th and j-th components
if

T (πij(v)) = T (v)
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for any v ∈
∏k
i=1 V . T is skew-symmetric with respect to its i and j-th

components if

T (πij(v)) = −T (v)

for any v ∈
∏k
i=1 V . T is totally symmetric (resp. totally skew-

symmetric) if it is symmetric (resp. skew-symmetric) with respect to every
pair of components. Denote by Σk(V ) and Λk(V ) the subspaces of T k(V )
consisting of its totally symmetric and skew-symmetric tensors, respectively.

The linear maps Sym : T k(V ) → T k(V ) and Alt : T k(V ) → T k(V )
defined by

Sym(T )(v1, . . . , vk) +
1

k!

∑
σ∈Sk

T (vσ1 , . . . , vσ(k))

and

Alt(T )(v1, . . . , vk) +
1

k!

∑
σ∈Sk

sgn(σ)T (vσ1 , . . . , vσ(k))

respectively, are projections onto Σk(V ) and Λk(V ) (this is clear since they
are linear, involutive and map into the corresponding subspace). If {θi}ni=1

is a basis for V ∗, then

{Sym(θi1 ⊗ · · · ⊗ θik)}ni1,...ik=1 and {Alt(θi1 ⊗ · · · ⊗ θik)}ni1,...ik=1

are bases for Σk(V ) and Λk(V ), respectively. Some combinatorics then yield

dim(Σk(V )) =

(
n+ k − 1

k

)
and dim(Λk(V )) =

(
n

k

)
,

where n is the dimension of V . In particular, dim(Λk(V )) = 0 for k > n.

The tensor product of two totally symmetric (resp. totally skew-symmetric)
tensors is not necessarily totally symmetric (resp. totally skew-symmetric).
Define the symmetric product � and skew-symmetric product ∧ of
two homogeneous tensors α, β ∈ T k(V ) by

α� β + Sym(α⊗ β)

and

α ∧ β + Alt(α⊗ β)

respectively, and extended to arbitrary tensors by distributing over addition.

Example 5.2. When α, β ∈ V ∗, we obtain the familiar formulae

(5.1) α� β =
1

2
(α⊗ β + β ⊗ α)

and

(5.2) α ∧ β =
1

2
(α⊗ β − β ⊗ α).
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Another fact you should be familiar with is the decomposition

V ∗ ⊗ V ∗ = Σ2(V )⊕ Λ2(V ) ,

which follows from the fact that every simple element α ⊗ β can be written
as

α⊗ β = α� β + α ∧ β .

Clearly, the symmetric (resp. skew-symmetric) product produces a sym-
metric (resp. skew-symmetric) tensor from a pair of symmetric (resp. skew-
symmetric) tensors. The (Z-graded) algebra of symmetric tensors is ob-
tained by equipping the subspace

Σ(V ) +
∞⊕
k=0

Σk(V )

of the tensor algebra with the symmetric product. The (Z-graded) algebra
of skew-symmetric tensors is obtained by equipping the subspace

Λ(V ) +
∞⊕
k=0

Λk(V )

of the tensor algebra with the skew-symmetric product.

From now on, we will use the common names exterior algebra and
wedge product for Λ(V ) and ∧ respectively, and (exterior) k-form for
elements of Λk(V ).

Proposition 5.3. The wedge product is associative and anti-commutative:

α ∧ β = (−1)k`β ∧ α

for any two homogeneous elements α ∈ Λk(V ) and β ∈ Λ`(V ).

Proof. To prove associativity, first note that

(α ∧ β) ∧ γ = Alt(Alt(α⊗ β)⊗ γ)

= Alt((α⊗ β)⊗ γ − (1−Alt)(α⊗ β)⊗ γ)

= Alt((α⊗ β)⊗ γ)−Alt((1−Alt)(α⊗ β)⊗ γ)).

By Exercise 5.5,

Alt((1−Alt)(α⊗ β)⊗ γ) = 0.

It follows that

(α ∧ β) ∧ γ = Alt((α⊗ β)⊗ γ) .

Similarly

α ∧ (β ∧ γ) = Alt(α⊗ (β ⊗ γ)).

Associativity now follows from associativity of ⊗.

41



AN INTRODUCTION TO RIEMANNIAN GEOMETRY

Since ∧ distributes over addition, it suffices to prove the claim when α
and β are simple. The claim follows from (5.2) when k = 1. Indeed, in that
case,

α ∧ β = α ∧ β1 ∧ · · · ∧ β`

= − β1 ∧ α ∧ β2 ∧ · · · ∧ β`

= . . .

= (−1)`β1 ∧ · · · ∧ β` ∧ α.

Suppose, then, that the claim holds for some fixed k and any `. Let α =
α0 ∧ αk be a simple element of degree k + 1 (where αk has degree k) and β
any simple element (of degree `, say). Then

α ∧ β = α0 ∧ αk ∧ β

= (−1)k`α0 ∧ β ∧ αk

= (−1)k`+`β ∧ α0 ∧ αk

= (−1)(k+1)`α ∧ β .

Anti-commutativity now follows by induction. �

The interior product (a.k.a. contraction) of a k-form α ∈ Λk(V ) by
a vector v ∈ V is the (k − 1)-form ιvα defined by

ιvα(v1, . . . , vk−1) + α(v, v1, . . . , vk−1).

The interior product ιv extends to Λ(V ) by distributing over addition. Ob-
serve that ιv is an anti-derivation. This means that it satisfies the skew-
Leibniz rule:

ιv(α ∧ β) = ιvα ∧ β + (−1)kα ∧ ιvβ

for any k-form α, any β ∈ Λ and any v ∈ V (Exercise 5.8). We say that
an anti-derivation D : Λ(V )→ Λ(V ) is graded if there is some k such that
D(Λp(V )) ⊂ Λp+k(V ) for each p. The number k is its degree.

By the following proposition, ιv is the unique graded anti-derivation of
degree −1 on the exterior algebra which satisfies

ιvα = α(v)

for one-forms α.

Proposition 5.4. Let Di : Λ(V )→ Λ(V ), i = 1, 2, be anti-derivations. If

D1α = D2α

for all α ∈ Λ1(V ), then D1 = D2.
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Proof. Since D2 − D1 is an anti-derivation, it suffices to show that the
only anti-derivation which is zero on one-forms is the zero derivation. This
follows immediately from the formula

D(α0 ∧ · · · ∧ αk) =
k∑
i=0

(−1)iα0 ∧ · · · ∧ αi−1 ∧Dαi ∧ αi+1 ∧ · · · ∧ αk .

for any anti-derivation D and one-forms αi, i = 0, . . . , k. �

Proposition 5.5. The interior product is closed:

ιvιvα = 0

for every v ∈ V and α ∈ Λ(V ), and skew-symmetric,

(ιuιv + ιvιu)α = 0

for every u, v ∈ V and α ∈ Λ(V ).

Proof. Observe that

ιuιv(α ∧ β) = ιuιvα ∧ β + (−1)k−1ιvα ∧ ιuβ + (−1)kιuα ∧ ιvβ + α ∧ ιuιvβ
and hence

(ιuιv + ιvιu)(α ∧ β) = (ιuιv + ιvιu)α ∧ β + α ∧ (ιuιv + ιvιu)β.

That is, ιuιv + ιvιu is a derivation. The claim follows since ιuιv + ιvιu
vanishes on 1-forms and any derivation D satisfies

D(α0 ∧ · · · ∧ αk) =
k∑
i=0

α0 ∧ · · · ∧ αi−1 ∧Dαi ∧ αi+1 ∧ · · · ∧ αk .

on a product of 1-forms α1, . . . , αk. �

Recall that

dim(Λk(V )) =

(
n

k

)
,

where n is the dimension of V . In particular, Λ(V ) is finite dimensional:

dim(Λ(V )) =

∞∑
k=0

dim(Λk(V )) =

n∑
k=0

(
n

k

)
= 2n.

Moreover, Λk(V ) is isomorphic to Λn−k(V ) and, in particular, Λn(V ) is 1-
dimensional. Each nonzero element Ω of Λn(V ) induces an isomorphism
∗Ω : Λk(V ) → Λn−k(V ), called the Hodge star map, defined on basis
elements θ1 ∧ · · · ∧ θk by

∗Ω(θ1 ∧ · · · ∧ θk) + ιek . . . ιe1Ω ,

where {ei}ni=1 is the basis for V dual to the basis {θi}ni=1 for V ∗. This
definition extends to all of Λk(V ) by linearity.
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If V ∗ is equipped with an inner product, then it is natural to equip it
with an oriented orthonormal basis. Since the determinant of any special
orthogonal transformation is 1, we obtain, by Exercise 5.9, a canonical choice
of n-form

∗1 + e1 ∧ · · · ∧ en .
That is, ∗1 does not depend on the choice of oriented orthonormal basis
(although it will clearly change sign if the orientation is reversed).

5.4. The tensor algebra of the tangent space. Now, we have seen
that to every point p of a differentiable manifold M is associated a finite
dimensional linear space — the tangent space TpM to M at p. The space
T ∗pM + (TpM)∗ dual to TpM is called the cotangent space at p. Its
elements are called cotangent vectors or covectors (at p).

A (mixed) tensor at p is any element of the (mixed) tensor algebra
of TpM . That is, any finite direct sum of finitely many tensor products
of elements of T ∗pM (and TpM). In practice, it will suffice to consider the

homogeneous tensor spaces T
(k,l)
p M + T (k,l)(TpM).

Exercises.

Exercise 5.1. Let V be a finite dimensional linear space. Show that the
map L : V → (V ∗)∗, v 7→ Lv defined by

Lv(α) + α(v) for any α ∈ V ∗

is an isomorphism.

Exercise 5.2. Let U , V and W be finite dimensional linear spaces. Write
down isomorphisms from (U ⊕ V )⊕W to U ⊕ (V ⊕W ) and from U ⊕ V to
V ⊕ U .

Exercise 5.3. Let U and V be finite dimensional linear spaces. If {ei}mi=1

is a basis for U and {fi}ni=1 is a basis for V , show that {ei ⊗ fj}m,ni,j=1 is a

basis for U ⊗ V . Deduce that dim(U ⊗ V ) = m× n.

Exercise 5.4. Let U and V be finite dimensional linear spaces. Write down
an isomorphism from U ⊗ V to V ⊗U . Show (by way of a counterexample)
that, in general, u⊗ v 6= v ⊗ u when U = V .

Exercise 5.5. Let V be a real linear space and µ and α elements of its
tensor algebra T (V ). Suppose that

Alt(µ) = 0.

Show that

Alt(α⊗ µ) = 0 = Alt(µ⊗ α) .
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Exercise 5.6. Let α1, . . . , αk be 1-forms over a linear space V . Show that

α1 ∧ · · · ∧ αk =
1

k!

∑
σ∈Sk

sgn(σ)ασ(1) ⊗ · · · ⊗ ασ(k) .

Exercise 5.7. Let α be a 1-form and β a k-form over a linear space V .
Show that α ∧ β is the (k + 1)-form defined by

α ∧ β(u0, . . . , uk) =
1

k + 1

k∑
i=1

(−1)iα(ui)β(u1, . . . , ui−1, u0, ui+1, . . . , uk).

Exercise 5.8. Show that the interior product is a graded derivation of degree
−1.

Exercise 5.9. Let V be a real linear space equipped with a basis {ei}ni=1.
Given M ∈ GL(V ), we obtain a second basis {fi}ni=1, where fi + M(ei).
Show that

f1 ∧ · · · ∧ fn = det(M)e1 ∧ · · · ∧ en .

Exercise 5.10. Let ϕ = (x1, . . . , xn) : U → Rn be a coordinate chart for a
smooth manifold M . Show that the differentials dxip at p of the component

functions xi : U → R form a basis for T ∗pM which, moreover, is dual to the
corresponding coordinate basis {∂xi |p}ni=1 for TpM in the sense that

dxjp(∂xi |p) = δji +

{
1 if i = j

0 if i 6= j
.
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6. The tangent bundle and its tensor algebra

We have constructed a tangent space TpM at each point p of a manifold M .
When we put all of these spaces together, we obtain the tangent bundle
TM of M :

TM + tp∈MTpM + {(p, v) : p ∈M,v ∈ TpM} .

The tangent bundle is equipped with a natural surjection π : TM → M
which sends a pair (p, v) to the “base point” p. (Note that we do not equip
TM with the disjoint union topology. The topology for TM is constructed
below).

If M has dimension n, then we can endow TM with the structure of a
2n-dimensional manifold. Indeed, given a chart ϕ : U → V for M , we can
define a “chart” Φ for TM on the set π−1(U) = {(p, v) ∈ TM : p ∈ U} by

Φ(p, v) + (ϕ1(p), . . . , ϕn(p), v(ϕ1), . . . , v(ϕn)) ∈ R2n .

The first n coordinates describe the point p, and the remaining n give the
components vi of the vector v with respect to the coordinate basis {∂i|p}ni=1.
We will often write the coordinates on M as ϕ = (x1, . . . , xn) and the
corresponding coordinates on TM as Φ = (x1, . . . , xn, ẋ1, . . . , ẋn).

We declare a subset V ⊂ TM open if and only if Φ(V ∩ π−1(U)) ⊂ R2n

is open for each chart ϕ : U → Rn, where Φ is the induced chart on TM . To
check that these charts give TM the structure of a differentiable manifold,
we need to compute the transition maps. So consider two non-trivially
overlapping charts ϕ : U → V and ψ : W → Z for M . Then the transition
map Ψ ◦ Φ−1 first takes a 2n-tuple (x1, . . . , xn, ẋ1, . . . , ẋn) to the element

(ϕ−1(x1, . . . , xn), ẋi∂
(ϕ)
i ) of TM , then maps this to R2n by Ψ. (We add the

superscripts (ϕ) or (ψ) to distinguish the coordinate tangent vectors given
by the chart ϕ from those given by the chart ψ). The first n coordinates of
the result are then just ψ ◦ ϕ−1(x1, . . . , xn). To compute the remaining n

coordinates, we need to write ∂
(ϕ)
i in terms of the coordinate tangent vectors

∂
(ψ)
i . So consider, for any f ∈ C(M),

∂
(ϕ)
i

∣∣
p
f = D(f ◦ ϕ−1)ϕ(p)ei

= D((f ◦ ψ−1) ◦ (ψ ◦ ϕ−1))ϕ(p)ei

= D(f ◦ ψ−1)ψ(p) ◦D(ψ ◦ ϕ−1)ϕ(p)ei

= D(f ◦ ψ−1)ψ(p)(G
j
i (p)ej)

= Gji (p)D(f ◦ ψ−1)ψ(p)ej

= Gji (p)∂
(ψ)
j |pf ,
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where G(p) + D(ψ ◦ ϕ−1)ϕ(p). Therefore,

ẋi∂
(ϕ)
i |p = ẋiGji∂

(ψ)
j |p = D(ψ ◦ ϕ−1)ϕ(p)ẋ

and hence

Ψ ◦ Φ−1(x, ẋ) = (ψ ◦ ϕ−1(x), D(ψ ◦ ϕ−1)xẋ) .

This is a smooth map since ψ ◦ ϕ−1 is smooth.

The tangent bundle gives rise to a natural notion of a vector field on M .

Definition 6.1. A vector field on a manifold M is a smooth section of
the tangent bundle TM . That is, a smooth map V : M → TM such that
π(V (p)) = p. We will often conflate V (p) = (p, Vp) ∈ TM with Vp ∈ TpM

The space of vector fields on M (smooth sections of TM) is denoted
Γ(TM). It is naturally a module over the ring C(M) of smooth functions
when equipped with the obvious linear structure.

In order to check whether a section V : M → TM is smooth (and hence
defines a vector field), we can work locally. In a chart ϕ : U → Rn, V can
be written as V = V i∂i, which gives us n functions V 1, . . . , V n. It is then
easy to show that V is a smooth vector field if and only if these component
functions are always smooth as functions on M . That is, the vector field is
smooth if, when viewed through a chart, it is smooth in the usual sense of
an n-tuple of smooth functions.

Over a small region of a manifold (such as a chart) the space of smooth
vector fields is in 1 to 1 correspondence with n-tuples of smooth functions.
However, when looked at over the whole manifold, things are not so simple.
Indeed, the hairy ball theorem says that there are no continuous vector fields
on the sphere S2 which are everywhere non-zero. On the other hand there
are certainly non-zero functions on S2 (constants, for example).

Our notion of a tangent vector as a derivation allows us to think of a
vector field in another way.

Proposition 6.2. The module Γ(TM) of smooth vector fields over a man-
ifold M is isomorphic to the module of derivations on C(M). That is, the
R-linear operators V : C(M)→ C(M) satisfying the Leibniz rule

V (fg) = (V f)g + f(V g) f, g ∈ C(M) .

Proof. Let V be a derivation on C(M). Given p ∈ M , the map Vp :
C(M) → R given by Vpf = (V f)(p) is a derivation at p, and hence defines
an element of TpM . The map p 7→ Vp from M to TM is therefore a vector
field. The identification is clearly linear with respect to R. We need to
check smoothness. The i-th component of Vp with respect to the coordinate
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tangent basis {∂i}ni=1 for a chart ϕ : U → Rn is given by

V i
p = Vpϕ

i .

This is, by assumption, a smooth function of p for each i (since ϕi is a
smooth function and V maps smooth functions to smooth functions – here
one should really multiply ϕi by a smooth cut-off function to convert it to a
smooth function on the whole of M just as we did for derivations at p ∈M).
It follows that the vector field p 7→ Vp is smooth.

Conversely, given a smooth vector field p 7→ Vp ∈ TpM , the map f →
V f defined by V f(p) = Vpf = V i

p∂i|pf satisfies the two conditions in the
proposition and takes a smooth function to a smooth function. Linearity of
the identification is again clear. It is also easy to check that composition of
the two identifications is the identity map. �

6.1. The tangent bundle as a vector bundle. The tangent bundle is
also equipped with a natural vector bundle structure.

Definition 6.3. A (smooth) vector bundle over a differentiable manifold
M with fibre Rk is a differentiable manifold E equipped with a smooth sur-
jection (called a bundle projection) π : E → M satisfying the following
conditions:

(i) For every p ∈ M the fibre Ep + π−1(p) is a real linear space of
dimension k

(ii) Every p ∈M admits a neighbourhood U ⊂M and a diffeomorphism
(a local trivialization) φ : π−1(U)→ U × Rk such that
(a) πU (φ(π−1(p))) = p, where πU :∈ U × Rk → U is defined by

πU (z, v) + z,

and
(b) φ|Ep : Ep → {p}×Rk is a linear isomorphism for every p ∈M .

A (smooth) section of a vector bundle π : E → M is a (smooth) map
V : M → E such that π(V (p)) = p. The set of (smooth) sections of E is
denoted by Γ(E).

In short, a vector bundle is a manifold which locally has the structure
of a Cartesian product of a manifold with a vector space. Of course, this
is in general not true globally. It is common to think of vector bundles as
“twisted” products of a manifold with a vector space.

Example 6.4.

(i) The cylinder Sn × Rk is a trivial vector bundle over Sn with fibre
Rk.
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(ii) The Möbius strip E + (R× R)/ ∼, where9

(s, u) ∼ (t, v) iff t ∈ s+ Z and v =

{
u if t− s = 0 mod 2

−u if t− s = 1 mod 2

is a non-trivial vector bundle over S1 = R/Z with fibre R.

Proposition 6.5. The tangent bundle TM of a manifold M equipped with
its natural projection π : TM →M is a vector bundle.

Proof. The projection π is clearly a surjection. To see that it is smooth, we
choose a chart ϕ : U → Rn for M and a corresponding chart Φ : π−1(U)→
R2n for TM and observe that

ϕ ◦ π ◦ Φ−1(x, ẋ) = ϕ ◦ π(ϕ−1(x), ẋi∂i) = ϕ(ϕ−1(x)) = x ,

which is clearly smooth. Next, we define, for any chart ϕ : U → Rn for M ,
a local trivialization φ : π−1(U)→ U × Rn via

φ(p, v) + (p, viei) ,

where vi = vϕi. Then condition (ii) (a) is certainly satisfied since

φ(Ep) = {p} × Rn .

Condition (ii) (b) is also clear. Finally, we need to check that φ is a diffeo-
morphism. To see this, denote by ϕ̃ the chart ϕ× Id for U ×Rn and observe
that

ϕ̃ ◦ φ ◦ Φ−1(x, ẋ) = ϕ̃ ◦ φ(ϕ−1(x), ẋi∂i) = ϕ̃(ϕ−1(x), ẋiei) = (x, ẋ) .

Hence ϕ̃ ◦ ϕ ◦ Φ−1 is the identity map. The claim follows. �

We now briefly collect some basic vector bundle theory.

A smooth map f : E1 → E2 from the total space of one vector bundle
π1 : E1 →M1 to that of another π2 : E2 →M2 is called a (vector bundle)
homomorphism (a.k.a. a bundle map) if

(1) there exists a smooth map g : M1 →M2 such that the diagram

E1
f−→ E2

π1 ↓ ↓ π2

M1 −→
g

M2

commutes, and

(2) f |π−1
1 ({p}) is a linear map from π−1

1 ({p}) to π−1
2 ({g(p)}) for each

p ∈M1.

9The first component generates the circle S1 = R/Z and the second component gains a “half
twist” every time the first component is traversed.
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We say that the homomorphism f covers the map g.

A vector bundle homomorphism f : E1 → E2 is called a (vector bun-
dle) isomoprhism if f is a diffeomorphism and f |π−1

1 ({p}) is an isomorphism

for each p ∈M1. (Equivalently, there exists a vector bundle homomorphism
f−1 : E2 → E1 which is inverse to f .)

The differential (p, v) 7→ (f(p), dfpv) (denoted df) of a smooth map
f : M → N between manifolds M and N is a homomorphism of their
tangent bundles TM and TN (see Exercise 6.7).

A subbundle of a vector bundle π : E → M is a vector bundle πF :
F → M equipped with a vector bundle homomorphism ι : F → E covering
the identity map on M . Typically, F is a submanifold of E and ι is the
inclusion map.

The dual, direct sum and tensor product constructions extend to vector
bundles “fibrewise” — the idea is to perform the operations on the fibres and
then choose the charts and trivializations accordingly. These constructions
are particularly straightforward for TM . For example, the tensor product
TM ⊗ TM is constructed by equipping the set

TM ⊗ TM + tp∈MTpM ⊗ TpM

with the projection π : TM ⊗ TM →M defined by

π(p, T ) + p ,

the charts Φ : TM ⊗ TM → R3n defined by

Φ(p, T ij∂ϕi |p ⊗ ∂
ϕ
j |p) + (ϕ(p), T ijei ⊗ ej) ,

where ϕ is any chart for M , and the local trivializations φ : π−1(U) →
U × Rn ⊗ Rn defined10 by

φ(p, T ij∂ϕi |p ⊗ ∂
ϕ
j |p) + (p, T ijei ⊗ ej) .

The bundle T ∗M + (TM)∗ dual to TM is called the cotangent bundle
(see Exercise 6.6).

A covector field on M is a smooth section ϑ : M → T ∗M of the
cotangent bundle T ∗M . A tensor field on M is a smooth section T : M →
E of any bundle E obtained from TM and T ∗M by finitely many direct
sums and tensor products. We typically conflate ϑ(p) = (p, ϑp) ∈ T ∗M
with ϑp ∈ TpM and similarly for T (p) = (p, Tp) ∈ E and Tp ∈ Ep. As for
vector fields, smoothness of a tensor field is equivalent to smoothness of its
components with respect to coordinate bases vectors ∂xi and one forms dxi.

10Note that Rn ⊗ Rn is canonically isomorphic to Rn2
.
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In order to define vector fields on (immersed) submanifolds which are
not necessarily tangential to the submanifold, it is useful to define the notion
of restriction and pullback bundles.

The restriction πM : EM → M of a vector bundle π : E → N to
a submanifold M ⊂ N is defined by equipping EM + π−1(M) with the
restriction πM of π to EM and the “obvious” smooth structure and local
trivializations.

Similarly, given a vector bundle π : E → N and a smooth map f : M →
N , there is a vector bundle f∗π : f∗E →M (called the pullback bundle)
whose fibres are (f∗E)p = Ef(p). One way to construct the pullback bundle
is to equip the disjoint union

f∗E + {(p, e) ∈M × E : f(p) = π(e)}

with the submanifold differentiable structure, the projection f∗π defined
by f∗π(p, e) + p, and the local trivializations f∗φ : (f∗π)−1(f−1(U)) →
f−1(U)× Rk defined by

πRk(f∗φ(p, e)) = πRk(φ(e)) ,

where φ : π−1(U)→ U × Rk is a local trivialization for π : E → N and πRk
is the projection onto the linear factor.

An important example is the bundle γ∗(TM) of tangent vectors to a
manifold M along a regular curve γ : I →M .

Given a smooth map f : M → N , observe that any element ϑ of the bun-
dle T ∗N induces an element of T ∗M by composing with the homomorphism
df : TM → TN . That is,

u 7→ ϑf(p)(dfpu) .

This construction extends to covariant tensors of any degree in the obvious
way. Somewhat confusingly, both forms induced by ϑ ∈ TN (the element of
f∗TN and the element of T ∗M) are called the pullback of ϑ and denoted
by f∗ϑ.

6.2. The tensor algebra of the tangent bundle. Any vector bundle E
formed from finitely many tensor products and direct sums of the bundles
TM and T ∗M is called a tensor bundle. In practice, it will suffice to
consider homogeneous tensor bundles, which are finite tensor products of
the bundles TM and T ∗M . Cotangent factors are traditionally referred to as
covariant, while tangent factors are traditionally referred to as contravariant.
Up to a canonical isomorphism, we can always assume that the covariant
factors precede the contravariant ones.

Note that the full tensor algebra of a vector bundle is no longer well-
defined as a vector bundle (since it cannot be locally homeomorphic to any
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finite dimensional Euclidean space). On the other hand, the sections Γ(E) of
a vector bundle E over a differentiable manifold M form a finite dimensional
module over the ring C(M) of smooth functions on M . Duals, direct sums
and tensor products of modules are defined in the same way as for linear
spaces. As you might expect, there is a correspondence between the two
points of view. Indeed, a tensor field T ∈ Γ(E∗ ⊗ F ) (i.e. a field of linear

maps Tp : Ep → Fp) induces a C(M)-linear map T̃ : Γ(E)→ Γ(F ) via

T̃ (V )(p) + Tp(Vp) .

Conversely, a C(M)-linear map T̃ : Γ(E) → Γ(F ) induces a tensor field
T ∈ Γ(E∗ ⊗ F ) via

Tp(v) + T̃ (V )(p),

where V ∈ Γ(E) is some extension of v ∈ TpM . We claim that the result is
independent of the choice of extension. To see this, first note that

T̃ (V )(p) = (fT̃ (V ))(p) = T̃ (fV )(p) ,

where f is a function on M which is 1 at p and whose support lies inside
the domain U of a trivialization φ : π−1(U)→ U ×Rk of E about p. On the
other hand, if we write V locally in U as V = V iei, then we may write fV
globally as

fV = fṼ iẽi ,

where Ṽ i and ẽi are any smooth extensions to M of V i and ei which are
unchanged in spt f . Thus,

T̃ (V )(p) = T̃ (fṼ iẽi)(p)

= (fṼ i)(p)T̃ (ẽi)(p)

= V i(p)T̃ (ẽi)(p)

= viT̃ (ẽi)(p) ,

which implies the claim.

Since these two identifications are linear and inverse to each other, we
conclude that

Γ(E∗ ⊗ F ) ∼= Γ(E)∗ ⊗ Γ(F ) .

Similar arguments show that duals and direct sums also “commute with Γ”.
In particular,

Γ(T (k,`)M) ∼=
k⊗
i=0

Γ(T ∗M)⊗
⊗̀
j=0

Γ(TM).
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We define the (covariant) tensor algebra of M by⊕
k∈N0

k⊗
i=0

Γ(T ∗M)

and the (mixed) tensor algebra of M by

⊕
(k,`)∈N0×N0

 k⊗
i=0

Γ(T ∗M)⊗
⊗̀
j=0

Γ(TM)

 .

Note that, although these spaces of tensor fields may not admit bases
(since they are modules, not linear spaces), it is a consequence of the univer-
sal property that every tensor field is a linear combination of simple tensor
fields.

Trace operators may be defined as for the mixed tensor algebra over a
linear space.

6.3. Derivations. Let M be a smooth manifold. An R-linear map D from
the (covariant or mixed) tensor algebra to itself is called a derivation if it
satisfies the Leibniz rule:

D(S ⊗ T ) = DS ⊗ T + S ⊗DT .

Graded derivations are defined as for derivations on the tensor algebra of a
linear space.

Since every tensor field is a linear combinatiom of simple tensor fields,
any derivation on the covariant tensor algebra is uniquely determined by
its action on covector fields and functions and any derivation on the mixed
tensor algebra is uniquely determined by its actions on functions, vector
fields and covector fields.

A graded derivation of degree zero on the mixed tensor algebra which
commutes with traces is uniquely determined by its action on functions and
vector fields.

Exercises.

Exercise 6.1. Recall that a subset V ⊂ TM is declared to be open if and
only if Φ(V ∩π−1(U)) ⊂ R2n is open for each chart ϕ : U → Rn, where Φ is
the induced chart on TM , defined by Φ(x, vi∂ϕi ) + (ϕ(x), viei). Show that
TM is paracompact and Hausdorff.

Exercise 6.2. Show that the projection π : TM →M is a submersion.

Exercise 6.3. Let V ∈ Γ(TM) be a vector field on a smooth manifold
M . Given any chart ϕ : U → Rn, define the n functions V 1

p , . . . , V
n
p via
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Vp = V i
p∂i|p. Show that V is a smooth vector field if and only if these

component functions are always smooth as functions on M .

Exercise 6.4. Show that the set Γ(TM) of smooth vector fields (when
equipped with the natural addition and scalar multiplication) forms a module
over the ring C(M) of smooth functions.

Exercise 6.5. The Lie bracket [U, V ] of two vector fields U and V is the
operator defined on smooth functions f ∈ C(M) by

f 7→ [U, V ]f + UV f − V Uf ,
where U and V are interpreted as derivations. Show that [U, V ] is a deriva-
tion (and hence defines a vector field).

Exercise 6.6. Equip the cotangent bundle

T ∗M + tp∈MT ∗pM + {(p, ϑ) : p ∈M,ϑ ∈ T ∗pM}
with the projection π : T ∗M → M defined by π(p, ϑ) + p. Construct charts
and local trivializations which make it a vector bundle.

Exercise 6.7. Let f : M → N be a smooth map between differentiable
manifolds. Show that df : TM → TN is a vector bundle homomorphism.
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7. The Lie derivative and Lie algebras

Any vector field on a differentiable manifold M is naturally associated with
an ordinary differential equation: if V ∈ Γ(TM) and p ∈ M , then a basic
problem is to find an integral curve of V through the point p; that is, a
smooth map γ : I →M for some interval I containing 0 such that

(7.1)

{
γ′(t) = Vγ(t) for all t ∈ I ,
γ(0) = p

By writing the integral curve equation with respect to a chart as a system
of ode and applying the the Picard–Lindelöf theorem, we can always find a
unique solution, at least for small values of t.

Theorem 7.1. Given V ∈ Γ(TM) and p ∈ M there exists δ > 0, a neigh-
borhood U of p in M and a unique smooth map (called a local flow of V )
Ψ : U × (−δ, δ)→M which satisfies

(7.2)

{
∂tΨ(q, t) = VΨ(q,t) for all (q, t) ∈ U × (−δ, δ) ,
Ψ(q, 0) = q .

For each t ∈ (−δ, δ) the map Ψt : U → M defined by Ψt(y) + Ψ(y, t) is a
local diffeomorphism (onto its image) and

Ψs ◦Ψt = Ψs+t

whenever s, t and s+ t are in (−δ, δ).

Remark 7.2. The vector field ∂t is the natural vector field on U × (−δ, δ)
defined by

(∂tf)(p, t) =
d

ds

∣∣∣
s=0

f(p, t+ s) .

The smoothness of Ψ as a function of q amounts to smooth dependence
of solutions on their initial conditions, and we get the added bonus that
the maps Ψt are local diffeomorphisms, and they admit a group structure:
Ψt ◦Ψs = Ψs+t but only for small s and t.

We note that, in general, the local flow does not extend to a “global
flow” on M × R, except in nice cases, e.g. when M is compact (or when V
is compactly supported).

The flow Ψt of a vector field X “flows” points of M along the integral
curves of X for time t. Its differential provides an identification of the
tangent spaces of M along the flow. This allows us to differentiate other
vector fields: given a second vector field Y , the inverse of the isomorphism
(dΨt)p : TpM → TΨt(p)M brings YΨt(p) back to TpM . This gives us a
family of vectors in the same linear space, so we can compare them by
differentiation.
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Definition 7.3. Let X and Y be vector fields on a manifold M . The Lie
derivative of Y in the direction of X is the vector field LXY defined by

(LXY )(p) +
d

dt

∣∣∣
t=0

((dΨt)
−1
p YΨt(p)) ,

where Ψ : U ×I →M is the local flow of X in a neighborhood U of the point
p.

Note that, by the group property of the flow, Ψ−t ◦ Ψt is the identity
diffeomorphism and hence, by differentiating Ψ−t ◦Ψt, we find that

(dΨt)
−1
p = d(Ψ−t)Ψt(p) .

Proposition 7.4. Given any two vector fields X,Y ∈ Γ(TM) on a manifold
M ,

LXY = [X,Y ] ,

where [·, ·] denotes the Lie bracket (see Exercise 6.5).

Proof. Fix a point p ∈ M . Suppose first that Xp 6= 0. We will compute
the Lie derivative by constructing a special chart about p in which the flow
of X is particularly simple. First, take any chart ϕ : U → Rn about p. Up
to composition with an affine linear map, we can assume that ϕ(p) = 0 and
Xp = ∂n|p. Set

Σ + ϕ−1
(
{(w1, . . . , wn) ∈ ϕ(U) : wn = 0}

)
.

This is a smooth (n−1)-dimensional submanifold of M which passes through
p and is transverse to the vector field X on some neighborhood O of p (i.e.
TqΣ⊕ RXq = TqM for all q ∈ Σ ∩O).

Now consider the map ΨΣ : Σ × I → M given by restricting the flow
Ψ of X to Σ × I. With respect to the natural bases {∂1, . . . , ∂n−1, ∂t} for
T(p,0)(Σ× R) and {∂1, . . . , ∂n−1, ∂n = Xp} for TpM ,

(dΨΣ)(p,0) =

[
In−1 0

0 1

]
.

In particular, (dΨΣ)(p,0) is non-singular and hence, by the inverse function
theorem, there is a neighborhood V of (p, 0) in Σ × R on which ΨΣ is a
diffeomorphism. So the map ϕΣ : V → Rn given by

ϕΣ(ΨΣ(q, t)) + ϕ(q) + ten

is well-defined and forms a chart for M . The special feature of this chart is
that the flow of X takes the particularly simple form

ϕΣ ◦Ψt ◦ ϕ−1
Σ (x1, . . . , xn) = ϕΣ ◦Ψt ◦Ψxn

(
ϕ−1(x1, . . . , xn−1, 0)

)
= ϕΣ ◦Ψxn+t

(
ϕ−1(x1, . . . , xn−1, 0)

)
= (x1, . . . , xn−1, xn + t) .
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In particular, ∂n = X and dΨt|p∂i|p = ∂i|Ψt(p). Thus, writing Y = Y i∂i, we
see that (

(dΨt)
−1
p YΨt(p)

)i
= Y i(Ψt(p)) .

Since Xn = 1 and Xi = 0 for i 6= n, we find that

d

dt

∣∣∣
t=0

(
(dΨt)

−1
p YΨt(p)

)i
=

d

dt

∣∣∣
t=0

Y i(Ψt(p))

= XpY
i

= [X,Y ]ip .

This proves the claim in case Xp 6= 0.

If Xp = 0, then Ψt(p) = p for all t. In particular, this implies that dΨt|p
maps TpM to itself and (dΨt)

−1
p = (dΨ−t)p. Employing a chart ϕ : U → Rn

near p, we find that

LXY |p +
d

dt

∣∣∣
t=0

(
(dΨt)

−1
p YΨt(p)

)
=

d

dt

∣∣∣
t=0

(dΨ−t)pYp

= Y i(p)
d

dt

∣∣∣
t=0

(dΨ−t)p∂i|p

= − Y i(p)
d

dt

∣∣∣
t=0

(dΨt)p∂i|p

= − Y i(p)
d

dt

∣∣∣
t=0

(dΨt|p)ji∂j |p .

The components of dΨt|p may be computed as

(dΨt|p)ji = D(ϕj ◦Ψt ◦ ϕ−1)|ϕ(p)ei

=
d

ds

∣∣∣
s=0

(ϕj ◦Ψt ◦ ϕ−1)ϕ(p)+sei .

Thus, by Clairaut’s theorem,

d

dt

∣∣∣
t=0

(dΨt|p)ji =
d

dt

∣∣∣
t=0

d

ds

∣∣∣
s=0

(ϕj ◦Ψt ◦ ϕ−1)ϕ(p)+sei

=
d

ds

∣∣∣
s=0

d

dt

∣∣∣
t=0

(ϕj ◦Ψt ◦ ϕ−1)ϕ(p)+sei

=
d

ds

∣∣∣
s=0

Xj(ϕ−1(ϕ(p) + sei))

= ∂i|pXj .

59



AN INTRODUCTION TO RIEMANNIAN GEOMETRY

Since Xi
p = 0 for each i = 1, . . . , n, it follows that

LXY |p = Y i
p∂i|pXj∂j |p

= Y i
p∂i|pXj∂j |p −Xi

p∂i|pY j∂j |p
= [X,Y ]p .

This completes the proof. �

The next proposition shows that the Lie derivative behaves naturally
under smooth maps. But first we need a definition

Definition 7.5. Let F : M → N be a smooth map between differentiable
manifolds M and N and let X and Y be vector fields on M . A vector field
U on N is (locally) F -related to a vector field X on M (near x ∈ M) if
UF (y) = dFy(Xy) for all y in M (in some neighborhood of x).

Proposition 7.6. Let F : M → N be a smooth map between manifolds M
and N and let U and V be vector fields on M . Then, for any vector fields
Ũ and Ṽ on N which are F -related to U and V resp.,

[Ũ , Ṽ ]F (x) = dFx([U, V ]x) .

Proof. Recalling the chain rule (dF (U))f + U(f ◦ F ), we find, for any
function f ∈ C(N),

dF ([U, V ])f = [U, V ]f ◦ F
= U(V f ◦ F )− V (Uf ◦ F )

= U(dF (V )f)− V (dF (U)f)

= U(Ṽ f ◦ F )− V (Ũf ◦ F )

= dF (U)Ṽ f − dF (V )Ũf

= Ũ Ṽ f − Ṽ Ũf = [Ũ , Ṽ ]f . �

Proposition 7.7. If [X,Y ] = 0, then the flows of X and Y commute:

ΨX,t ◦ΨY,s = ΨY,s ◦ΨX,t ,

where ΨX,t is the flow of X for time t, and similarly for Y .

Proof. Given any function f ∈ C(M),

0 = [X,Y ]f =
∂2

∂s∂t
(f ◦ ΦY,s ◦ ΦX,t − f ◦ ΦX,t ◦ ΦY,s).

Since ΨX,0(p) = ΨY,0(p) = p, integrating yields.

f ◦ ΦY,s ◦ ΦX,t = f ◦ ΦX,t ◦ ΦY,s .

The claim follows since f is arbitrary (and, given any two points p, q ∈M a
function f can be found with f(p) = 1 and f(q) = −1). �
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Proposition 7.8. Every triple of vector fields X, Y and Z on a manifold
M satisfies the Jacobi identity

[[X,Y ], Z] + [[Y,Z], X] + [[Z,X], Y ] = 0 .

Proof. See Exercise 7.2. �

Definition 7.9. A Lie algebra is a (real) linear space E equipped with a
skew-symmetric, (real) bilinear map [·, ·] : E × E → E which satisfies the
Jacobi identity.

Example 7.10 (Left invariant vector fields). Let G be a Lie group. Given
g ∈ G, denote by Lg : G → G left multiplication by g. A vector field
X ∈ Γ(TG) is called left invariant if (dLg)xXx = Xgx.

Denote by g the linear space of of left invariant vector fields on G. By
definition, for any U, V ∈ g,

[U, V ]gx = [(dLg)U, (dLg)V ]x = (dLg)x[U, V ]x

and hence [U, V ] ∈ g. It follows that g is a Lie algebra. It is called the Lie
algebra of G.

The Lie derivative (in the direction of a vector field X) may also be
defined on tensor fields. First consider the case of covector fields. Given
p ∈ M , we can relate the covector field to a family of covectors at p by
exploiting the derivative of the flow of X in a manner dual to the above
construction for vector fields: given a diffeomorphism φ : M → N , define
the pullback φ∗ϑ ∈ TpM of ϑTφ(p)N by setting

φ∗ω(u) + ϑ(dφpu) for all u ∈ TpM .

Thus, if Ψ is the flow of X at p, then Ψ∗tϑΨ(p,t) is a family of covector fields
at p. So we may differentiate it to obtain the Lie derivative

(LXϑ)p +
d

dt

∣∣∣∣
t=0

Ψ∗tϑ .

This construction extends immediately to any covariant tensor field if
we define the pullback φ∗T ∈ T kpM of T ∈ T kφ(p)N (by a diffeomorphism

φ : M → N) in the analogous manner:

(φ∗T )(u1, . . . , uk) + T (dφpu1, . . . , dφpuk) for all u1, . . . , uk ∈ TpM .

Equivalently,

φ∗T = Ti1...ikφ
∗ϑi1 ⊗ · · · ⊗ φ∗ϑik

for any basis {ϑi}ki=1 for T ∗pM .
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For a general homogeneous mixed tensor T ∈ T
(k,l)
φ(p)N , we define T ∈

T
(k,l)
p M by

T φ = T j1...jli1...ik
φ∗ϑi1 ⊗ · · · ⊗ φ∗ϑik ⊗ dφpej1 ⊗ · · · ⊗ dφpejl

for any bases {ei}ni=1 for TpM and {ϑi}ki=1 for T ∗pM . The Lie derivative of

T ∈ Γ(T (k,l)M) is then

(LXT )p +
d

dt

∣∣∣∣
t=0

TΨt .

Of course, this extends to a general tensor by distributing over linear com-
binations.

Proposition 7.11. Given any X ∈ Γ(TM), the Lie derivative LX is a
graded derivation of degree zero which commutes with traces.

Proof. Denote by Ψ the flow of X about a point p. Since

(S ⊗ T )Ψt = SΨt ⊗ TΨt

we immediately obtain

LX(S ⊗ T ) = LXS ⊗ T + S ⊗ LXT .

So, since LX is certainly R-linear, it is a derivation. It is also clear that it
is graded of degree zero. We leave the final step as an easy exercise. �

Exercises.

Exercise 7.1. Show that

[∂i, ∂j ] = 0

for any two coordinate vector fields ∂i and ∂j. Deduce that

[X,Y ] = (Xi∂iY
j − Y i∂iX

j)∂j

for any two vector fields X and Y .

Exercise 7.2. . Let X, Y and Z be vector fields on a manifold M . Show
that

[[X,Y ], Z] + [[Y,Z], X] + [[Z,X], Y ] = 0 .

Hint: By Proposition 7.6,

dΨt([X,Y ]) = [dΨt(X), dΨt(Y )] ,

where Ψ is the flow of Z.
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Exercise 7.3. Let G be a Lie group. Denote by g its Lie algebra. Show that
the map

v ∈ TeM 7→ V ∈ g

defined by
Vg + (dLg)ev

is an isomorphism.

Exercise 7.4. Let G and H be Lie groups, with respective Lie algebras g and
h. Let φ : G → H be a smooth group homomorphism. Prove the following
statements.

(a) The induced map φ∗ : g→ h is an algebra homomorphism.

(b) If φ is a diffeomorphism, then φ∗ is an isomorphism.

(c) If φ is a submersion, then kerφ∗ is a Lie subalgebra of g

Exercise 7.5. Suppose that H is a Lie subgroup of G (i.e. a subgroup
which is also a submanifold). Show that h is a Lie subalgebra of g.
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8. FROBENIUS’ THEOREM

8. Frobenius’ theorem

We have seen that a vector field X on a manifold M corresponds to first
order differential equation. By Theorem 7.1, X is tangent to a unique inte-
gral curve through each point p ∈M . If X(p) 6= 0, there is a neighbourhood
U of p such that each integrable curve is an embedded, 1-dimensional sub-
manifold.

Given a set of k vector fields E1, . . . , Ek on M and a point p ∈M , it is
natural to seek a map F : Rk → M for which F (0) = p and dF (∂i) = Ei
for each i = 1, . . . , k, where {∂i}ki=1 denote the canonical coordinate vector
fields on Rk. We attempt to construct such a map näıvely as follows. By
Theorem 7.1, we can arrange that dF (∂k) = Ek by integrating Ek; that is,
by setting F (tek) + Ψk(x, t) for t sufficiently small, where Ψi is the local
flow of Ei. Next, we follow the integral curves of the vector field Ek−1 from
F (tek) for time s to obtain F (tek + sek−1); that is, we set F (tek + sek−1) +
Ψk−1(Ψk(x, t), s), and so on following the flows of Ek−2, . . . , E2, and finally
E1. Unfortunately, that doesn’t always work.

Example 8.1. Consider the vector fields E1 + ∂1 and E2(x1, x2) + (1 +
x1)∂2 on R2. Following the recipe outlined above, we set F (0, 0) + (0, 0),
follow the flow of E2 to get F (0, t) = (0, t), and then follow the flow of E1

to get F (s, t) = (s, t). This gives dF (∂1) = E1 but not dF (∂2) = E2. Note
that if we change our procedure by first integrating along the vector field E1,
and then the vector field E2, then we don’t get the same result: Instead, we
get F (s, t) = (s, t + st). In fact, there is an easy way to tell that this could
not have worked: If there was such a map, then we would have

[E1, E2] = [dF (∂1), dF (∂2)] = dF ([∂1, ∂2]) = 0 .

But in the example we have [E1, E2] = ∂2 6= 0. The following proposition
shows that this is the only local obstruction to constructing such a map.

Proposition 8.2. Suppose that the vector fields E1, ..., Ek ∈ Γ(M) commute
pairwise: [Ei, Ej ] = 0 for i, j = 1, . . . , k. Then for each p ∈M there exists a

neighbourhood U of 0 in Rk and a unique smooth map F : U →M satisfying
F (0) = p and (dF )x(∂i) = (Ei)F (x) for every x ∈ U and i ∈ {1, ..., k}.

Proof. We construct the map F exactly as outlined in the example above.
In other words, we set

F (x1, . . . , yk) = Ψ1,y1 ◦ · · · ◦Ψ1,y1(p),

where Ψi,t is the flow of the vector field Ei for time t. This gives immediately
that dF (∂1) = E1 everywhere. But since, by Proposition 7.7, the flows
commute, we also obtain dF (∂i) = Ei for each i = 2, . . . , k. �

More generally, we may consider subbundles of the tangent bundle.
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Definition 8.3. A distribution on M is a subbundle D of the tangent
bundle TM . A distribution D is involutive if [X,Y ] ∈ Γ(D) whenever
X,Y ∈ D and integrable if for each p ∈ M there exists a submanifold
Σ ⊂M such that Dx = TxΣ.

Clearly, an integrable distribution is involutive. Frobenius’ theorem
states that the converse is true.

Theorem 8.4 (Frobenius’ Theorem, first version). A distribution is inte-
grable if and only if it is involutive.

Proof. We need only prove the sufficiency of involutivity. Let D ⊂ TM
be an involutive distribution (of dimension m ≤ n, say). Given p ∈ M ,
we want to construct a submanifold through p tangent to the distribution.
Choose a chart φ : U → Rn for M about p such that Dp is the subspace of
TpM generated by the first m coordinate tangent vectors. By the implicit
function theorem, passing to a smaller neighbourhood if necessary, we can

find smooth functions aji : U → R, i = 1, . . . ,m, j = m+ 1, . . . , n, such that

Dq =


m∑
i=1

ci

∂i|q +
n∑

j=m+1

aji (q)∂j |q

 : (c1, . . . , cm) ∈ Rm


for each q ∈ U .

Define, for each i = 1, . . . ,m,

Ei + ∂i + aji∂j .

Then Ei(q) ∈ Dq for each q ∈ U and

[Ei, Ej ] =

[
∂i +

n∑
k=m+1

aki ∂k, ∂j +

n∑
k=m+1

akj∂k

]

=
n∑

k=m+1

(
(∂ia

k
j − ∂jaki ) +

n∑
`=m+1

(a`i∂`a
k
j − a`j∂`aki )

)
∂k

On the other hand, [Ei, Ej ] = CkijEk for some functions Ckij , i, j, k = 1, . . . ,m

since, by hypothesis, [Ei, Ej ] ∈ Γ(D). Since [Ei, Ej ] has no component in

the direction ∂k for k = 1, . . . ,m, we conclude that Ckij ≡ 0 for each i, j, k.

Proposition 8.2 now gives the existence of a map F from a region of Rm
into M with dF (∂i) = Ei for i = 1, . . . ,m. In particular, dF is of full rank,
and hence locally an embedding. So passing to a smaller neighbourhood if
necessary completes the proof. �
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9. Differential forms and the exterior calculus

The exterior algebra Λ(M) of a differentiable manifold M is the graded
algebra of totally skew-symmetric covariant tensor fields. That is, Λ(M) =
Λ(Γ(T ∗M)) equipped with the wedge product. Elements of Λ(M) are called
differential forms.

The subspace Λ1(M) is canonically isomorphic to Γ(T ∗M). Its elements,
the covector fields, are in this context called differential one-forms.

The differential df ∈ Λ1(M) of a smooth function f ∈ C(M) is defined
by

df(V ) + V f

for any V ∈ Γ(TM). The differential at p is the one-form dfp ∈ Λ1(TpM) ∼=
T ∗pM defined by

dfp(Vp) + Vpf = df(V )(p) .

Note that the differential dfp is well-defined even if f is only defined on a
neighbourhood of p. In particular, given a chart ϕ = (x1, . . . , xn) : U → Rn
for M , we can define the differentials {dxi}ni=1. At each p ∈ U , {dxip}ni=1 is
the basis dual to the coordinate basis {∂i|p}ni=1. Indeed,

dxj(∂i) + ∂ix
j +

∂

∂xi
(xj ◦ ϕ−1) = δji .

Observe that

df(V ) = V f = V i∂if = dxi(V )∂if .

So

df = ∂ifdx
i .

The differential d can be (uniquely) extended to a closed, graded an-
tiderivation d : Λ(M)→ Λ(M) of degree +1.

Proposition 9.1. There exists a unique graded antiderivation d : Λ(M)→
Λ(M) of degree +1 which is closed (i.e. d ◦ d = 0) and agrees with the
differential df when f ∈ Λ0(M). This derivation is called the exterior
derivative.

Proof. We first determine (uniquely) the action of d on 1-forms ω ∈ Λ1(M).
Given local coordinates x : U → Rn for Mn, we have ω|U = ωidx

i. Then
for any p ∈ U we obtain, by asserting R-linearity, the Leibniz rule, and
closedness of d, the formula

(dω)p = [d(ωidx
i)]p

= (∂jωidx
j ∧ dxi)|p − (dωi)p ∧ (ddxi)p

= (∂jωidx
j ∧ dxi)|p .
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This gives the expression

dω =
∑
i<j

(∂jωi − ∂iωj)dxj ∧ dxi

in terms of the local basis {dxi ∧ dxj}i<j for Λ2(M), which uniquely deter-
mines d : Λ1(M)→ Λ2(M).

The Leibniz rule and R-linearity then uniquely determine dω for any
ω ∈ Λ(M): If ω = ω1 ∧ · · · ∧ ωk ∈ Λk(M) is a homogeneous product of
1-forms ωi, then the Leibniz rule yields the formula

dω =

k∑
i=1

(−1)i+1ω1 ∧ · · · ∧ ωi−1 ∧ dωi ∧ ωi+1 ∧ · · · ∧ ωk .

Since d is uniquely determined on one-forms, this uniquely determines d on
homogeneous forms. The R-linearity then uniquely determines d on every
ω ∈ Λ(M). �

A differential form ω ∈ Λ(M) satisfying dω = 0 is called closed and
a differential form ω ∈ Λ(M) satisfying ω = dφ for some φ ∈ Λ(M) is
called exact. Evidently, exact forms are closed. That the converse is not
necessarily true is a fundamental observation of differential topology.

Proposition 9.2. The exterior derivative commutes with pullbacks: given
a smooth map F : M → N ,

d(F ∗ω) = F ∗dω .

Proof. First note that, for any function f ∈ C(N), the chain rule yields

d(F ∗f) = d(f ◦ F ) = df ◦ dF = F ∗df .

For a general homogeneous ω ∈ Λ(M), we compute in local coordinates

d(F ∗ω) = d
[
F ∗(ωi1...ikdx

i1 ∧ · · · ∧ dxik)
]

= d
(
F ∗ωi1...ikF

∗dxi1 ∧ · · · ∧ F ∗dxik
)

= d(F ∗ωi1...ik) ∧ F ∗dxi1 ∧ · · · ∧ F ∗dxik

+ F ∗ωi1...ikd
(
d(F ∗xi1) ∧ · · · ∧ d(F ∗xik)

)
= (F ∗dωi1...ik) ∧ F ∗dxi1 ∧ · · · ∧ F ∗dxik

= F ∗(dωi1...ik ∧ dx
i1 ∧ · · · ∧ dxik)

= F ∗dω .

This completes the proof. �

Proposition 9.3 (Cartan’s formula). Given a vector field U ∈ Γ(TM), the
restriction of the Lie derivative LU to the exterior algebra Λ(M) satisfies

LU = ιU ◦ d+ d ◦ ιU .
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Proof. Since the Lie derivative satisfies the Leibniz rule with respect to
tensor products, this is also the case for wedge products:

LU (ω ∧ φ) = LUω ∧ φ+ ω ∧ LUφ .

That is, LU is a graded derivation of degree zero. So it suffices to prove
the stated identity on smooth functions and one forms. The claim is easily
checked for functions. For a one-fom ω, Exercise 9.1 yields

ιV (LUω) = (LUω)(V ) = LU (ω(V ))− ω(LUV )

= U(ω(V ))− ω([U, V ])

= dω(U, V ) + V (ω(U))

= ιV ιUdω + ιV (d(ω(U)))

= ιV (ιUdω + dιUω) .

The claim follows since V is arbitrary. �

Corollary 9.4. The Lie derivative commutes with the exterior derivative.

Proof. Since d is closed, Cartan’s formula yields

LU ◦ d = d ◦ ιU ◦ d = d ◦ LU . �

Differential forms allow an alternative formulation of Frobenius’ theo-
rem. In order to state it, we associate, to a given a distribution D on M , the
subspace Λ0(D) ⊂ Λ(M) consisting of differential forms which vanish when
restricted to D. This subspace is closed under multiplication by smooth
functions and under wedge products.

Theorem 9.5 (Frobenius’ theorem, second version). A distribution D is
integrable if and only if Λ0(D) is closed under exterior differentiation.

Proof. If D is integrable, then it is involutive. The formula for the exterior
derivative in Exercise 9.2 then implies that Λ0(D) is closed under exterior
differentiation.

On the other hand, if D is not integrable, then, by Frobenius’ theorem,
we can find vector fieldsX and Y in Γ(D) and p ∈M such that [X,Y ]p /∈ Dp.
Then there exists a 1-form ω ∈ Λ0(D) satisfying ωp([X,Y ]p) = 1. But ω
satisfies

dω(X,Y ) = Xω(Y )− Y ω(X)− ω([X,Y ])

= − ω([X,Y ])

6= 0

at p. So Λ0(D) is not closed under exterior differentiation. �
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Exercises.

Exercise 9.1. Let ω ∈ Λ(M) be a differential one-form. Show that

dω(U, V ) = U(ω(V ))− V (ω(U))− ω([U, V ]) .(9.1)

for any U, V ∈ Γ(TM).

Exercise 9.2. Let ω ∈ Λk(M) be a differential k-form. Show that

dω(U0, U1, . . . , Uk) =
k∑
i=0

(−1)iUiω (U0, . . . , Ui−1, Ui+1, . . . , Uk)

+
∑

0≤i<j≤k
(−1)i+jω ([Ui, Uj ], U0, . . . , Ui−1, Ui+1, . . .

. . . , Uj−1, Uj+1, . . . , Uk)(9.2)

for any U0, . . . , Uk ∈ Γ(TM).

Observe that the Hodge star map ∗ on the orthogonal space Rn induces
a map (which we also call the Hodge star) on the exterior algebra of the
manifold Rn by setting

∗1|p + dx1|p ∧ · · · ∧ dxn|p .

Exercise 9.3. Recall that the gradient grad f of a function f : R3 → R
and the divergence divU and curl curlU of a vector field U : R3 → R3 are
defined by

grad fp · u + Dufp for any u ∈ R3 ,

divU +
n∑
i=1

∂U i

∂xi

and

curlU +

(
∂U2

∂x3
− ∂U3

∂x2
,
∂U3

∂x1
− ∂U1

∂x3
,
∂U1

∂x2
− ∂U2

∂x1

)
.

Recall also that the cross product × : R3 × R3 → R3 is defined by

u× v + (u2v3 − u3v2, u3v1 − u1v3, u1v2 − u2v1).

By relating each of these operations to the exterior derivative d : Λ(R3) →
Λ(R3), the wedge product ∧ : Λ(R3) × Λ(R3) → Λ(R3), and the Hodge star
∗ : Λk(R3)→ Λn−k(R3), prove the following identities:

curl grad f = 0

div(u× v) = v · curl u− u · curl v

div curl v = 0

curl(fv) = grad f × v + f curl v

div(grad f × grad g) = 0 .
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div(g grad f × f grad g) = 0 .

curl(curl u) = grad(div v)− div(grad v) .

Show that any solution A to the Hemholtz equation

curl curl A = A

automatically satisfies the vector Hemholtz equation

−∆A = A

and the solenoidal condition

div A = 0 .
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10. Orientability, integration, and Stokes’ Theorem

Definition 10.1. An atlas A for a differentiable manifold M is oriented
if, for each pair of charts φ : U → Rn and η : V → Rn in A satisfying U ∩
V 6= 0, the Jacobian determinant det d(η ◦ φ−1) is positive. A differentiable
manifold is orientable if it admits such an atlas. An orientation on an
orientable manifold is an equivalence class of oriented atlases, where two
oriented atlases are equivalent if their union is an oriented atlas.

Example 10.2. A submanifold of dimension n in Rn+1 is called a hyper-
surface. An orientation on a hypersurface M is equivalent to the choice of a
unit normal vector continuously over the whole of M : Given an orientation
on the hypersurface, choose the unit normal ν such that for any chart φ in
the oriented atlas for M ,

(10.1) det[∂1, . . . , ∂n, ν] > 0.

This is continuous on M since it is continuous on overlaps of charts. Con-
versely, given ν chosen continuously over all of ν, we choose an atlas for M
consisting of all those charts for which (10.1) holds.

There is a useful relationship between orientability of a differentiable
manifold Mn and the space of n-forms Λn(M):

Proposition 10.3. A differentiable manifold Mn is orientable if and only
if there exists an n-form ω ∈ Λn(Mn) which is nowhere vanishing on Mn.

Proof. Suppose there exists a nowhere vanishing n-form ω. Let A be the
set of charts φ for M for which ω(∂1, . . . , ∂n) > 0. Then A is an atlas for M ,
since any chart for M is either in A or has its composition with a reflection
in A. We claim that A is oriented: For any pair of charts φ and η in A
(with non-trivial overlap),

∂ηi = d(η−1 ◦ φ)(∂φj )

and hence, by the linearity and skew-symmetry of ω,

(10.2) ω(∂η1 , . . . , ∂ηn) = det
[
d(η ◦ φ−1)

]
ω(∂φ1 , . . . , ∂φn).

Thus,
det
[
d(η ◦ φ−1)

]
> 0 .

Conversely, suppose that M admits an oriented atlas A = {φα : Uα →
Vα}α∈I . Let {ρβ}β∈J be a partition of unity subordinate to the cover
{Uα}α∈I so that, for each β ∈ J , there exists α(β) ∈ I such that suppρβ ⊂
Uα(β). Define

ω +
∑
β∈J

ρβ dφ
1
α(β) ∧ · · · ∧ dφ

n
α(β) .

Then ω is nowhere vanishing. �
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Orientations for manifolds-with-boundary are defined in the same way
as for manifolds. An orientation on a manifold-with-boundary induces a
canonical orientation on the boundary.

Proposition 10.4. Let M be a manifold-with-boundary. If int(M) is ori-
ented, then so is ∂M .

Proof. Let A be an oriented boundary atlas for M . Then the corresponding
atlas for ∂M is automatically oriented: Any pair of overlapping oriented
boundary charts for M map Rn+ to Rn+, and the derivative of a transition
map on the boundary must have the form

d(η ◦ φ−1) =

[
d(η0 ◦ φ−1

0 ) ∗
0 a

]
where η0 and φ0 are the restrictions of η and φ, respectively, to the boundary
and a +

〈
d(η ◦ φ−1)(en+1), en+1

〉
> 0. The claim follows. �

In the proof of the Proposition above, we ignored the case n = 1 —
the boundary of a 1-dimensional manifold is a 0-dimensional manifold (i.e.
a collection of points). What does it mean to define an orientation on a
zero-dimensional manifold? Our original definition clearly makes no sense
in that case. However, the equivalent definition in terms of non-vanishing
n-forms does make sense: We will say that a 0-manifold N is oriented if
it is equipped with a function (i.e. a 0-form) from N to Z2 = {−1, 1}. In
this case we also have to allow boundary charts for 1-manifolds which map
to (−∞, 0] as well as [0,∞) (in higher dimensions, we can always transform
charts into any half-plane via an orientation-preserving map to map into the
upper half-plane, but not if n = 1).

Next, we shall introduce a notion of integration using differential forms.
A key point to keep in mind here is that none of our definitions depend
on us having any notion of volume, surface area or length. Nevertheless,
the structure of differential forms is exactly what is required to produce a
well-defined notion of integration.

Let Mn be a compact, oriented differentiable manifold-with-boundary.
We define the integral

∫
M ω of any ω ∈ Λn(M) as follows: Let {ρα : α ∈ I}

be a partition of unity subordinate to an oriented boundary atlas for M , so
that for each α there exists an oriented chart (either a regular chart or a
boundary chart) φα : Uα → Rn for M , such that suppρα ⊂ Uα. Then∫

M
ω +

∑
α∈I

∫
φα(Uα)

(φ−1
α )∗(ραω)(e1, . . . , en)dx1 . . . dxn .

By (10.2) and the area formula (i.e. the change of variables formula for
integrals), the integral is well-defined.
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Now we are in a position to prove the fundamental result concerning
integration of forms on manifolds. This will also give us a new geometric
interpretation of the exterior derivative.

Theorem 10.5. Let Mn be a compact oriented differentiable manifold-with-
boundary. Then, for any (n− 1)-form ω ∈ Λn−1(M),∫

M
dω =

∫
∂M

ω,

where the integral on the right-hand side is taken using the induced orienta-
tion on ∂M , integrating the restriction of ω to ∂M (i.e. the pull-back of ω
by the inclusion map).

In particular, if M is a compact manifold (without boundary), then the
integral of the exterior derivative of any (n− 1)-form is zero.

Proof. Let {ρα}α be a partition of unity on M with each ρα supported in
a chart φα : Uα → Rn. Then, for any (n− 1)-form ω,∫

M
dω =

∫
M
d

(∑
α

ραω

)

=
∑
α

∫
φα(Uα)

[
(φ−1
α )∗d(ραω)

]
(e1, . . . , en)dx1 . . . dxn

=
∑
α

∫
φα(Uα)

d
[
(φ−1
α )∗(ραω)

]
(e1, . . . , en)dx1 . . . dxn .

Writing ω locally as

ω =

n∑
j=1

ωjdx
1 ∧ · · · ∧ dxj−1 ∧ dxj+1 ∧ · · · ∧ dxn ,

we obtain

d
[
(φ−1
α )∗(ραω)

]
(e1, . . . , en) =

n∑
j=1

∂(ραωj)

∂xj
.

If φα is an interior chart, then φα(Uα) ⊂ Rn is open. Since ρα = 0 on
the boundary of φα(Uα), Fubini’s theorem and the fundamental theorem of
calculus imply that

n∑
j=1

∫
φα(Uα)

∂(ραωj)

∂xj
dx1 . . . dxn = 0.
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If φα is a boundary chart, then we instead obtain
n∑
j=1

∫
φα(Uα)

∂(ραωj)

∂xj
dx1 . . . dxn =

∫
Rn−1×{0}

∫ ∞
0

∂(ραωn)

∂xn
dxndx1 . . . dxn−1

=

∫
Rn−1×{0}

ραωndx
1 . . . dxn−1 .

The claim follows. �

Exercises.

Exercise 10.1. Show that every one-dimensional manifold is orientable.

Exercise 10.2. Show that every connected manifold has either zero or two
orientations.

Exercise 10.3. Suppose that F : Rn+1 → R has non-zero derivative every-
where on M + F−1(0). Show that M is orientable.

Exercise 10.4. Use (10.2) and the area formula (i.e. the change of variables
formula for integrals) to prove that integration of n-forms is well-defined.
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11. Connections

We have seen that the differentiable structure of a manifold gives rise to a
natural notion of differentiation of smooth functions, encoded in the struc-
ture of the tangent bundle. On Rn (viewed as a manifold with the differ-
entiable structure induced by the identity chart) it is possible to introduce
a notion of directional derivative of vector fields V ∈ Γ(TRn). However,
this is only because Rn admits an additional canonical structure — namely,
Rn admits a global parallelism, which allows us to identify different tangent
spaces TpRn. This is the family τ : Rn × Rn → TRn of parallel translation
maps τp + τ(p, ·) : Rn → TpM defined by

(p, viei) 7→ τp(v
iei) + v

i∂i|p ,(11.1)

where {ei}ni=1 are the standard basis vectors for Rn and, for each p ∈ Rn,
{∂j |p}ni=1 is the coordinate basis for TpRn with respect to the identity chart.
The directional derivative DuV of a vector field V : Rn → TRn in the
direction of a vector v ∈ TpRn is then defined by

DuV + τp

[
d

dt

∣∣∣
t=0

(
τ−1
ω(t)Vω(t)

)]
,(11.2)

where ω is any curve through p such that ω′(0) = u (that is, u = [ω]) and
the subtraction is with respect to the affine structure of TpRn. Thus, writing
V with respect to the local field of bases {∂i}ni=1 as V i∂i,

DuV = (DuV
i)∂i|p ,

where DuV
i is the directional derivative of the function V i in the direction

of the vector u.

In an abstract manifold, there is no such canonical identification of tan-
gent spaces at different points and hence no canonical notion of directional
derivative of a vector field11 — different choices for the identification will
in general give rise to distinct directional derivatives. Instead of first intro-
ducing such a “parallelism” and using it to define a directional derivative
as in (11.2), we cut straight to the chase and introduce an abstract notion
of differentiation of vector fields directly. As it turns out, the two points of
view are equivalent.

Definition 11.1. A connection on a differentiable manifold M is a map
∇ : TM×Γ(TM)→ TM , which we write as ∇uV instead of ∇(u, V ), which
satisfies the following properties:

11Note that the Lie derivative does not induce a suitable directional derivative: since LUV |p
depends on U in a neighborhood of p, the “directional derivative” LuV + LUV |p defined via some

local extension U of u ∈ TpM , say, depends on the extension.
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(1) u 7→ ∇uV is a bundle map (covering the identity): π(∇uV ) = π(u)
and

∇µu+vV = µ∇uV +∇vV
for any V ∈ Γ(TM), u, v ∈ TM and µ ∈ R.

(2) V 7→ ∇uV is a derivation:

∇u(µV +W ) = µ∇uV +∇uW ,

∇u(fV ) = (uf)Vp + f(p)∇uV

for any u ∈ TpM , µ ∈ R, V,W ∈ Γ(TM) and f ∈ C(M).

(3) ∇ is smooth: If U, V ∈ Γ(TM), then ∇UV ∈ Γ(TM), where
(∇UV )p + ∇UpV .

Given a tangent vector u ∈ TM , the corresponding map ∇u : Γ(TM)→
TM , V 7→ ∇uV , is called the covariant derivative in the direction u.
Given a vector field V ∈ Γ(TM), the map ∇V : TM → TM , u 7→ ∇uV , is
a tensor of type (1, 1), called the covariant differential of V .

More generally, we can define a connection ∇ : TM ×Γ(E)→ E on any
vector bundle E over M by replacing V,W ∈ Γ(TM) with V,W ∈ Γ(E)
in the above definition (in the third part of the definition, U will still be a
vector field).

We first observe that, for u ∈ TpM , ∇uY is uniquely determined by the
restriction of Y to an open neighborhood of p.

Lemma 11.2. Let M be a manifold with connection ∇ and let X and Y
be vector fields such that X|U = Y |U for some open set U of M . Then
∇uX = ∇uY for every u ∈ π−1(U). In particular, given any open U ⊂ M ,
∇uY is well defined for any Y ∈ Γ(TU) and u ∈ π−1(U).

Proof. To prove the first claim, it suffices to prove that ∇uW = 0 for any
W such that W |U ≡ 0. The claim follows by applying this to the vector field
W + X − Y . To see that ∇uW = 0, let f be a smooth function satisfying
f(p) = 0 and f |M\U ≡ 1. Then fW = W and hence

∇uW = ∇u(fW ) = (uf)Wp + f(p)∇uW = 0 .

To prove the second claim, we extend Y to a smooth vector field Y on
M and set ∇uY + ∇uY . This is well defined since, by the previous claim,
∇uY is independent of the extension. �

In fact, we can say more: In order to differentiate a vector field in the
direction of ω′(0), we only need to know the values of Y near ω(0) along ω.

Lemma 11.3. Let ω : I → M be a curve through ω(0) = p ∈ M and
X,Y ∈ Γ(TM) vector fields which agree on ω; that is, ω∗X = ω∗Y . Then
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∇uY = ∇uX, where u = ω′(0). In particular, ∇uY is well defined for any
Y ∈ Γ(ω∗TM).

Proof. Let φ : U → V be a chart about p ∈ M . Given u = ui∂i|p ∈ TpM
and Y = Y i∂i ∈ TU we compute, using the definition of ∇ and Lemma 11.2,

∇uY = ui∇∂i|p(Y
j∂j) = ui(∂i|pY j)∂j |p + uiY j(p)∇∂i|p∂j

=
(
uY k + uiY j(p)Γij

k(p)
)
∂k|p ,

where we have defined the n3 functions Γij
k : U → R via

(11.3) Γij
k∂k = ∇∂i∂j .

Thus,

∇uY =
(

(Y k ◦ ω)′(0) + uiY j(p)Γij
k(p)

)
∂k|p .(11.4)

The first claim follows as in the proof of the preceding lemma. To prove
the second claim, we extend Y smoothly to a vector field Y defined on a
neighborhood U of p (by making it constant in x1, . . . , xn−1 with respect
to some chart x : U → Rn for which xn ◦ ω ≡ 0) and set ∇uY + ∇uY .
This is well defined since, by the previous claim, ∇uY is independent of the
extension. �

The functions Γij
k defined by (11.3) are called the coefficients (or

Christoffel symbol) of the connection ∇.

We will often need to differentiate vector fields along paths or other
smooth maps. This is achieved most naturally by introducing the pullback
connection.

Definition 11.4. Let N be a manifold equipped with a connection ∇ on
TN and let F : M → N be a smooth map of a manifold M into N . The
pullback connection F∇ is the unique connection on F ∗TNsatisfying

F∇uF ∗V + F ∗∇dF (u)V(11.5)

for any V ∈ Γ(TN), where (F ∗V )p + VF (p) defines the pullback of a vector
field V ∈ Γ(TN) and F ∗(F (p), v) = (p, v) defines the pullback of a vector
(F (p), v) ∈ TF (p)N .

We need to check that F∇ is well defined on all sections of F ∗TN (i.e. not
just the pullback sections F ∗V for V ∈ Γ(TN)) and uniquely determined by
(11.5). To see this, let ϕ : U → Rn be a chart for N . Then the vector fields
F ∗∂i|p form a basis for (F ∗TN)p for all p ∈ F−1(U) and hence, imposing
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the Leibniz rule,

F∇uV = F∇u(V jF ∗∂j) = (uV j)F ∗∂j |p + V j(p)F∇uF ∗∂j
= (uV k)∂k|F (p) + V j(p)∇dFp(u)∂j

= (uV k)∂k|F (p) + uiV j(p)(dFp)i
l∇∂l|F (p)

∂j

= (uV k)∂k|F (p) + uiV j(p)(dFp)i
l
(

Γil
k ◦ F

)
(p)∂k|p

=
(
uV k + uiV j(p) FΓij

k(p)
)
∂k|p ,

where we have defined the coefficients FΓij
k(p) + (dFp)i

l
(
Γil

k ◦ F
)

(p) and
identified the fibres of F ∗TN with the corresponding fibres of TN . The
claims follow.

We will regularly consider the pullback connection along a curve ω :
I → M . In this case, we will generally write ∇t for ω∇∂t , where ∂t is the
canonical tangent vector field to I:

∂t|sf =
d

dt

∣∣∣
t=0

f(s+ t) .

Given u ∈ TM , the covariant derivative ∇u extends to an operator
∇u : TM × Γ(E) → E on any homogeneous tensor bundle E by setting
∇uf + uf for smooth functions f ∈ C(M) and asserting that ∇u satisfy the
Leibniz rule with respect to tensor products and commute with contractions.
That is,

∇u(S ⊗ T ) = ∇uS ⊗ T + S ⊗∇uT

for each u ∈ TM and homogeneous tensor fields S and T , and

∇u tr(T ) = tr(∇uT )

for any homogeneous tensor field T and any trace tr. Indeed, given any
covector field ϑ ∈ Γ(T ∗M) and vector fields U, V ∈ Γ(TM), these assertions
imply that

U (ϑ(V )) = ∇U (ϑ(V ))

= ∇U tr (ϑ⊗ V )

= tr (∇Uϑ⊗ V + ϑ⊗∇UV )

= ∇Uϑ(V ) + ϑ(∇UV )

so that

∇Uϑ(V ) = U (ϑ(V ))− ϑ(∇UV ) ,
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which uniquely determines the tensor ∇ϑ. Similarly, given any tensor field

T ∈ Γ
(⊗k T ∗M ⊗

⊗` TM
)

, vector fields U,U1, . . . , Uk ∈ Γ(TM) and cov-

ector fields ϑ1, . . . , ϑ` ∈ Γ(T ∗M),

U
(
T (U1, . . . , Uk, ϑ

1, . . . , ϑ`)
)

= ∇UT (U1, . . . , Uk, ϑ
1, . . . , ϑ`)

+ T (∇UU1, . . . , Uk, ϑ
1, . . . , ϑ`)

+ · · ·+ T (U1, . . . ,∇UUk, ϑ1, . . . , ϑ`)

+ T (U1, . . . , Uk,∇Uϑ1, . . . , ϑ`)

+ · · ·+ T (U1, . . . , Uk, ϑ
1, . . . ,∇Uϑ`) ,(11.6)

which uniquely determines the tensor ∇T .

11.1. Parallel translation. As we alluded to in the introduction to the
previous section, a connection provides a notion of parallelism for our man-
ifold M , at least along curves.

Definition 11.5. Let M be a manifold with connection ∇. A vector field
X on M is parallel if

∇X ≡ 0 .

Given a curve ω : I →M , X is parallel along ω if

∇tX ≡ 0 .

Since ∇t is a linear operator on Γ(ω∗TM) (the vector fields along ω),
the set of parallel vector fields along ω is a vector space over R. Applying
results from the theory of linear ordinary differential equations to (11.4) we
find, for each t0 ∈ I and v ∈ Tω(t0)M , a unique parallel vector field V along
ω satisfying V (t0) = v.

Proposition 11.6. Let ω : I → M be a piecewise smooth curve. Given
v ∈ Tω(0)M , there exists a unique parallel vector field V along ω.

Proof. Let ϕ : U → Rn be a chart containing p + ω(0). We wish to solve

0 = ∇tV =

(
dV k

dt
+ (ω′)iV jΓij

k ◦ ω
)
∂k ◦ ω ,

where we use the shorthand

dV k

dt
+ (V k ◦ ω)′ and ω′ + (ϕ ◦ ω)′ .

Since the coordinate basis vectors are never zero, this is simply

0 =
dV k

dt
+ (ω′)iV jΓij

k ◦ ω
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for every k = 1, . . . , n. This is a linear system of n first order ordinary
differential equations for the n functions V 1, . . . , V n along I, and so (since
the coefficient functions (ω′)iΓij

k ◦ω are bounded and piecewise continuous)
there exist unique solutions with given initial values V 1(0), . . . , V n(0). We
can then extend V to all of ω by solving the corresponding equation in
overlapping charts. By uniqueness of solutions, the resulting vector fields
must agree on overlaps. �

In particular, the space of parallel vector fields along ω is finite dimen-
sional and has dimension equal to that of M . Thus, we can construct canon-
ical isomorphisms between the tangent spaces to M at different points of
ω as follows: Given t ∈ I and v ∈ Tω(0)M , let V be the parallel vector
field along ω satisfying V (0) = v . Then we define the linear isomorphism
τt : Tω(0)M → Tω(t)M by

τt(v) + V (t) .

We refer to these isomorphisms as parallel translation along ω.

As you might expect, the covariant derivative is indeed the differential
operator determined by the parallel translation operators.

Theorem 11.7. Let ω : I → M be a smooth curve and V a vector field
along ω. Then

∇tV (0) =
d

dt

∣∣∣
t=0

(
τ−1
t (V )

)
.

Proof. Let E1(t), . . . , En(t) be parallel vector fields along ω which are point-
wise linearly independent, where n = dimM . Then there exist n functions
V j : I → R, j = 1, . . . , n, such that

V (t) = V j(t)Ej(t) .

On the one hand,

∇tV = ∇t(V jEj) = ∂tV
jEj .

On the other hand,

d

dt

∣∣∣
t=0

(
τ−1
t (V )

)
=

d

dt

∣∣∣
t=0

(
V j(t)Ej

∣∣
t=0

)
= (∂t|t=0V

j)Ej
∣∣
t=0

. �

The parallel translation operators give a convenient way to identify the
tangent spaces to M at different points along a smooth curve. However,
it is important to note that the parallel translation operators depend on
the choice of curve. In particular, the parallel translation operators cannot
be extended to give canonical identifications of all the tangent spaces to
each other (indeed, if we could do this, we could construct non-vanishing
vector fields, which, as we have mentioned, is topologically impossible in
some situations). Also, it does not really make sense to think of a parallel
vector field as being “constant”, as the following example illustrates.
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Example 11.8. Consider the manifold S2 equipped with the submanifold
connection defined in Exercise 11.1. Then a vector field along a curve in
S2 is parallel if and only if its rate of change (as a vector in R3) is always
normal to the surface of S2.

Consider the path γ on S2 which starts at the north pole, follows a line
of longitude to the equator, follows the equator for some distance (say, a
quarter of the way around) and then follows another line of longitude back
to the north pole. Say,

γ(t) +


(0, sin t, cos t) if t ∈ (0, π2 ) ,

(sin t,− cos t, 0) if t ∈ (π2 , π) ,

(− cos t, 0,− sin t) if t ∈ (π, 3π
2 ) .

Note that, on each of the three segments,

Dtγ
′ = −γ ⊥ TγS2

and hence

∇tγ′ = 0 .

We compute the vector field given by parallel translation along γ of a
vector which is orthogonal to the initial velocity vector at the north pole.

On the first segment, parallel translation keeps the vector constant as a
vector in R3 (this must be the parallel translation since it remains tangent
to S2, and has zero rate of change, so certainly the tangential component of
its rate of change is zero).

On the segment around the equator, we start with a vector tangent to the
equator. Parallel translation will give us the tangent vector to the equator of
the same length as V (π2 ) as we move around the equator. Indeed, the vector
W (t) + |V (π2 )|γ′(t) is parallel along γ and satisfies W (π2 ) = V (π2 ) and hence
V (t) = W (t).

On the final segment, the situation is the same as the first segment: We
can take V to be constant as a vector in R3.

We conclude that parallel translation around the entire loop has the effect
of rotating the vector through the angle π

2 . Indeed, by choosing a different
angle between the two lines of longitude, we can generate arbitrary rotations
by parallel translation around the loop.

11.2. Vertical projections on the tangent bundle. There is another
way of looking at connections: Let us return to the original problem —
to define the directional derivative of a vector field. Recall that a vector
field V ∈ Γ(TM) is a smooth map V : M → TM satisfying Vp ∈ TpM for
every p ∈ M . Since this is just a smooth map between manifolds, we can
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differentiate it! Thinking of TM purely as a manifold, this gives the deriv-
ative map (dV )p : TpM → TVp(TM), where T (TM) is the tangent bundle
of TM . In other words, we can think of the derivative of a vector field on
a manifold M (of dimension n) as a vector tangent to the (2n-dimensional)
manifold TM . Each fibre TpM is a submanifold of TM , so a tangent vector
to TM at a point ξ = (p, v) ∈ TM will have some component tangent to
the fibre TpM and some component transverse to it. In local coordinates
x1, . . . , xn, ẋ1, . . . , ẋn for TM , the tangent vectors ∂1, . . . , ∂n corresponding
to the first n-coordinates represent change in position in M , which means
that motion in these directions amounts to moving across a family of fibres
in TM ; the tangent vectors ∂̇1, . . . , ∂̇n corresponding to the remaining n
coordinates are tangent to the fibres. Writing the vector field V ∈ Γ(TM)
in the coordinates for TM as V (x1, . . . , xn) = (x1, . . . , xn, V 1, . . . , V n), we
compute

(dV )pu = ui∂i
∣∣
Vp

+ (uV i)∂̇i
∣∣
Vp
.

Another way of thinking of a connection is as a projection of this onto the
subspace of Tξ(TM) tangent to the fibre, which we can naturally identify
with the fibre itself (the fibre is a vector space, so it can be canonically
identified with its tangent space at each point as in 11.1). We will denote

by Vξ the subspace of Tξ(TM) spanned by the vectors ∂̇1

∣∣
ξ
, . . . , ∂̇n

∣∣
ξ
. Note

that this space is independent of the choice of local coordinates:

Proposition 11.9. Vξ = ker(dπξ).

Proof. See exercise 11.4 �

Given ξ = (p, v) ∈ TM , we call Vξ the vertical subspace of Tξ(TM). The
vertical subspace is naturally identified with TpM by the map ι : Vξ → TpM

which sends vi∂̇i
∣∣
ξ

to vi∂i
∣∣
p
. Roughly speaking, a connection corresponds to

an extension of ι to the whole space Tξ(TM).

Definition 11.10. A vertical projection on TM is a map Π : ξ → Πξ,
which assigns to each ξ = (p, v) ∈ TM a linear map Πξ from Tξ(TM) to
TpM satisfying

(1) Πξ = ι on Vξ and

(2) Π is consistent with the additive structure on TM : If we take ξ1

and ξ2 to be paths in TM of the form ξi(t) = (p(t), vi(t)), then

Πξ1(ξ′1) + Πξ2(ξ′2) = Πξ(ξ
′) ,

where ξ + ξ1 + ξ2 + (p, v1 + v2).

Given a vertical projection Π, we can produce a connection ∇ by setting

∇vX + Π(p,Xp)(dX|pv) .
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for any X ∈ Γ(TM) and any v ∈ TpM . Conversely, given a connection ∇,
we can produce a vertical projection Π by taking

Πξ

(
ui∂i

∣∣
ξ

+ u̇i∂̇i
∣∣
ξ

)
+ ∇tX(11.7)

for any ξ = (p, v) ∈ TM , where the right-hand side is the covariant de-
rivative of the vector field X(t) +

(
vi + tu̇i

)
∂i along the curve γ(t) +

ϕ−1
(
ϕ(p) + tuiei

)
.

It is instructive to consider the parallel transport operators in terms of
the vertical projections: since Πξ maps a 2n-dimensional vector space to
an n-dimensional vector space, and is non-degenerate on the n-dimensional
vertical subspace Vξ tangent to the fibre TpM , the kernel of Πξ is an n-
dimensional subspace of Tξ(TM) which is complementary to the vertical
subspace. We call this the horizontal subspace Hξ of Tξ(TM). A vector
field X ∈ Γ(TM) is parallel along a curve γ if and only if ∇tX lies in H at
every point. A vertical projection is uniquely determined by the choice of a
horizontal subspace at each point (complementary to the vertical subspace
and consistent with the linear structure).

11.3. Existence and non-uniqueness of connections. We will show
that every smooth manifold can be equipped with a connection. In fact,
there are many connections on any manifold, and no preferred or canonical
one (later, when we introduce Riemannian metrics, we will have a way of
producing a canonical connection).

Proposition 11.11. Every smooth manifold admits a connection (in fact,
many).

Proof. Choose a locally finite cover of M by coordinate charts {ϕα : Uα →
Vα} and a subordinate partition of unity {ρα : M → R}. We will use this
partition of unity to patch together connections on each chart defined by
coordinate differentiation: On each coordinate patch Uα we define, for each

u ∈ TUα, an operator ∇(α)
u on vector fields with support contained inside

Uα via

∇(α)
u X + (uXi)∂

(α)
i .

We then set, for any X ∈ Γ(TM) and u ∈ TM ,

∇uX +
∑
α

∇(α)
u (ραX) .

This makes sense because the sum is actually finite at each point of M . The
result is clearly R-linear in both u and X. The Leibniz rule and smoothness
are also easily checked. �
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Note that, although connections are R-linear in both variables, they
(because of the Leibniz rule) are not “tensors”: Given u ∈ TpM , ∇uX is not
R-linear in X and, indeed, depends on the values of X in a neighborhood of
p, not just at p. However, given two connections, their difference is a tensor:

Proposition 11.12. Let D and ∇ be two connections on a manifold M .
For any p ∈ M we define a map Ap : TpM × Γ(TM) → TpM by Ap(u, ·) +
Du −∇u. Given u ∈ TpM ,

A(u,X) = A(u, Y )

for any two vector fields X and Y satisfying Xp = Yp.

Thus, given p ∈ M , the map Ap : TpM × TpM → TpM defined by
Ap(u, v) + A(u, V ) for any V ∈ Γ(TM) such that Vp = v is well defined.

Moreover, A depends smoothly on p: If X and Y are smooth vector fields
then p 7→ Ap(Xp, Yp) is a smooth function.

Proof. See Exercise 11.2. �

Exercises.

Exercise 11.1. Let M be a submanifold of RN . Define ∇ : TM×Γ(TM)→
TM by

∇uV + (DuV )> ,

where D is the directional derivative on TRN and, for any p ∈ M and
u ∈ TpRN , (u)> denotes the orthogonal projection (with respect to the inner
product on RN ) of u onto TpM . Show that ∇ is a connection.

Exercise 11.2. Let D and ∇ be two connections on a manifold M . For any
p ∈M we define a map Ap : TpM ×Γ(TM)→ TpM by Ap(u, ·) + Du−∇u.
Given u ∈ TpM , show that

A(u,X) = A(u, Y )

for any two vector fields X and Y satisfying Xp = Yp.

Thus, given p ∈ M , the map Ap : TpM × TpM → TpM defined by
Ap(u, v) + A(u, V ) for any V ∈ Γ(TM) such that Vp = v is well defined.

Show that A depends smoothly on p: If X and Y are smooth vector fields
then p 7→ Ap(Xp, Yp) is a smooth function.

Exercise 11.3. Let M be a manifold with connection ∇. Suppose that
Ap : TpM × TpM → TpM is bilinear for each p ∈ M and varies smoothly
over M (in the sense that A applied to two smooth vector fields gives a
smooth vector field). Show that

DuV + ∇uV +A(u, V )

defines another connection on M .
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Exercise 11.4. Show that Vξ = ker(Dξπ), where π : TM → M is the
bundle projection.

Exercise 11.5. Check that the vertical projection Πξ defined by (11.7) is
independent of the chosen coordinates.
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12. Geodesics and the exponential map

Parametrized straight lines γ : t 7→ p + tv in Euclidean space are charac-
terized dynamically by the fact that they have no acceleration. That is,
Dtγ

′ = 0. In Newtonian physics, particles accelerate proportionally to force
exerted upon them and hence straight lines are the paths taken by (non-
stationary) particles undergoing no forces. More generally, a particle moving
subject to a constraint that it lies in a submanifold M (with no other exter-
nal forces) moves as it would in free space, except that any component of its
acceleration in directions normal to the surface are automatically cancelled
out by the constraint forces. In other words, the motion of the particle is
determined by the equation

∇tγ′ =
(
Dtγ

′)> = 0 ,

where > is the projection onto the tangent bundle of M .

Definition 12.1. Let M be a manifold with connection ∇. A geodesic is
a path γ : I →M having no covariant acceleration; i.e.

∇tγ′ ≡ 0 .

We can obtain existence and uniqueness of geodesics with given initial
data (γ(0), γ′(0)) = (p, v) ∈ TM by writing the geodesic equation locally as
a second-order ode in coordinates ϕ : U → Rn containing p. Indeed,

∇tγ′ =
(

(γ′′)k + (γ′)i(γ′)jΓij
k ◦ γ

)
∂k ◦ γ .

This vector vanishes only if

(γ′′)k + (γ′)i(γ′)jΓij
k ◦ γ = 0(12.1)

for every k = 1, . . . , n, where (γ′′)k + ∂t(γ
′)k. Existence and uniqueness

of solutions with given initial data then follow from the theory of second-
order ode. By uniqueness, the solutions can be extended across coordinate
transitions. We could do it this way, but it will also be useful to exhibit the
second order geodesic equation as a first order system on the manifold TM .
First observe that, introducing a new variable vi + (γ′)i, the second order
system (12.1) becomes the first order system

d

dt
γi = vi ;

d

dt
vk = − vivjΓijk ◦ γ .

(12.2)

We want to identify the solutions of this system as integral curves of a
vector field on TM . Extending the coordinate chart ϕ : U → Rn to a chart
Φ : π−1(U)→ R2n containing (p, v) ∈ TM , consider the (local) vector field

(12.3) G + ẋi∂i − ẋiẋjΓijk∂̇k .
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Observe that G does not depend on the choice of coordinates and hence
extends uniquely to a vector field on TM .

Let Ω : I → TM be an integral curve of G. Set ω + π ◦ Ω : I → M .
Observe that dπ(p,v)(∂i) = ∂i|p and dπ(p,v)(∂̇i) = 0. Then, abusing notation,

ω′ = dπΩ(G) = Ω .

It follows from (12.2) that ω is geodesic. Conversely, suppose that ω : I →M
is geodesic and define Ω : I → TM by

ω′ = Ω .

Then, by (12.2), Ω is an integral curve of G.

The vector field G is called the geodesic flow.

Theorem 12.2. Given ξ = (p, v) ∈ TM there exists a unique maximal ge-
odesic γξ : I →M satisfying (γξ(0), γ′ξ(0)) = (p, v) and γξ depends smoothly
on ξ and t. Indeed, γξ is given by

γξ(t) = (π ◦ Φ)(ξ, t)

and γ′ξ is given by

γ′ξ(t) = Φ(ξ, t) ,

where Φ : TM × I → TM is the maximal flow of the geodesic flow G.

Proof. Given the preceding discussion, this follows from the existence and
uniqueness of the maximal flow of G, which follows from Theorem 7.1. �

Proposition 12.3. Given ξ ∈ TM , let Iξ ⊂ R be the domain of γξ, the
maximal geodesic satisfying (γξ(0), γ′ξ(0)) = ξ. Show that

I−ξ = −Iξ and Irξ = 1
r Iξ for any r > 0 .

Proof. See Exercise 12.2 �

Definition 12.4. Let M be a manifold with connection ∇. The domain
of the exponential map TM is the subset of TM given by

TM + {ξ ∈ TM : 1 ∈ Iξ} ,
where Iξ is the domain of the maximal geodesic γξ : Iξ → M satisfying
(γξ(0), γ′ξ(0)) = ξ.

The exponential map is the map exp : TM →M defined by

exp ξ = γξ(1) .

Given any p ∈M , the exponential map at p is the map expp : TM ∩
TpM →M given by

expp v + γ(p,v)(1) .

That is, expp + exp |TM∩TpM .
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The zero section of TM is the vector field 0 ∈ Γ(TM) defined by 0p = 0
(the zero vector in TpM).

Theorem 12.5. The domain of the exponential map is open and star-
shaped with respect to the zero section; that is, for any ξ ∈ TM and
any r ∈ [0, 1], rξ ∈ TM .

For every p ∈M the exponential map at p is differentiable and (d expp)0p

has maximal rank (equal to the dimension of M).

The map π × exp : TM →M ×M defined by

(π × exp)(ξ) + (π(ξ), exp ξ)

is differentiable on the zero section 0(M) ⊂ TM and d(π×exp) has maximal
rank (equal to twice the dimension of M) on 0(M). In particular, π × exp
is a local diffeomorphism near (p, 0) ∈ TM for any p ∈M .

Proof. That TM is open is immediate since the domain of the maximal
flow of G is open. That TM is starshaped follows from Exercise 12.2. To
prove the remaining claims, we need to calculate the derivative of π × exp.

Fix p ∈ M and choose a coordinate chart ϕ : U → Rn around p and
extend it to a corresponding coordinate chart Φ : π−1(U) → R2n around
TpM . Let η : U × U → R2n be the chart for M ×M near (p, p) given by
ϕ×ϕ. Since π× exp is continuous, the set (π× exp)−1(U ×U) is open. We
need to calculate the derivative of η ◦ (π × exp) ◦Φ−1 on Φ(0(U)). Observe
that

η ◦ (π × exp) ◦ Φ−1(x, ẋ) = η
(
(π × exp)(ϕ−1(x), ẋi∂i|ϕ−1(x))

)
= (x, ϕ(expϕ−1(x)(ẋ

i∂i|ϕ−1(x))) .

The derivative of the first factor with respect to x is the identity matrix and
is zero with respect to ẋ. So it suffices to compute the derivative of the map

(x, ẋ) 7→ ϕ ◦ expϕ−1(x)(ẋ
i∂i)

with respect to ẋ at zero. But this is also of maximal rank: Identifying the
tangent space of TpM at the zero vector with TpM in the usual way, we
compute

(d expp)0(v) =
d

dt

∣∣∣
t=0

expp(tv) = γ′(p,v)(0) = v .

We have proved that both expp and π× exp are of maximal rank. The final
claim follows from the inverse function theorem. �

Corollary 12.6. For any p ∈ M there exists a neighborhood U ⊂ M of p
and a neighborhood O ⊂ TM of the zero section 0|U such that, given any
pair of points q and r in U , there exists a unique geodesic γqr : [0, 1] → M
with γqr(0) = q, γqr(1) = r and γ′qr(0) ∈ O. Moreover, 7→ γqr depends
smoothly on q and r.
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Proof. Choose a neighborhood O of (p, 0) in TM on which π × exp is a
diffeomorphism, and a neighborhood U of p in M sufficiently small that
U × U ⊂ (π × exp)(O). These neighborhoods satisfy our requirements. �

Exercises.

Exercise 12.1. Show that the vector field G, defined in local coordinates
by (12.3), does not depend on the choice of coordinates and hence extends
uniquely to a vector field on TM .

Exercise 12.2. Given ξ ∈ TM , let Iξ ⊂ R be the domain of γξ, the maximal
geodesic satisfying (γξ(0), γ′ξ(0)) = ξ. Show that

I−ξ = −Iξ and Irξ = 1
r Iξ for any r > 0 .
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13. TORSION AND CURVATURE

13. Torsion and curvature

Given two vector fields U and V , we can generate a third vector field
Tor(U, V ), called the torsion of U and V , via antisymmetrization:

Tor(U, V ) + ∇UV −∇V U − [U, V ] .

Observe that Tor(U, V )p depends only on the values of U and V at p.

Lemma 13.1. Let M be a manifold with connection ∇. The torsion oper-
ator Tor of ∇ is bilinear over the ring C(M) of smooth functions. Equiva-
lently, there is a unique tensor Tor ∈ Γ(T ∗M ⊗ T ∗M ⊗ TM) such that

Tor(U, V )|p = Torp(Up, Vp) for all U, V ∈ Γ(TM) and p ∈M .

Proof. Since Tor is antisymmetric and R-bilinear, to prove bilinearity over
C(M) it suffices to show that Tor(fU, V ) = f Tor(U, V ) for all f ∈ C(M).
Indeed, for any smooth function f on M ,

Tor(U, fV ) = ∇U (fV )−∇fV U − [U, fV ]

= (Uf)V + f∇UV − f∇V U − ((Uf)V + fUV − fV U)

= f∇UV − f∇V U − f [U, V ]

= f Tor(U, V ) .

The second claim is a consequence of the identification of Γ(T ∗M ⊗
T ∗M ⊗ TM) with Γ(T ∗M)⊗ Γ(T ∗M)⊗ Γ(TM) described in §6.2. �

Definition 13.2. A connection is symmetric (a.k.a., torsion-free) if its
torsion tensor is identically zero.

Observe that, for any symmetric connection ∇, covariant differentiation
of coordinate vector fields commutes:

∇i∂j = ∇j∂i .

Given two vector fields U , V ∈ Γ(TM), the curvature operator
Rm(U, V ) : Γ(TM) → Γ(TM) is the second order covariant differential
operator defined by

Rm(U, V )W + ∇V (∇UW )−∇U (∇VW )−∇[V,U ]W .

Lemma 13.3. Let M be a manifold with connection ∇. The map

(U, V,W ) 7→ Rm(U, V )W

is trilinear over the ring C(M) of smooth functions. Equivalently, there is
a unique tensor Rm ∈ Γ(T ∗M ⊗ T ∗M ⊗ T ∗M ⊗ TM) such that

(Rm(U, V )W )|p = Rmp(Up, Vp)Wp for all U, V,W ∈ Γ(TM) and p ∈M .
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Proof. It suffices to prove that Rm(U, V )W is C(M)-linear in each vector
field. Since it is anti-symmetric in U and V , we only have to check this for
U and W . To see this for U , observe that

∇V (∇fUW )−∇[V,fU ]W = ∇V (f∇UW )−∇(V f)U+f [V,U ]W

= (V f)∇UW + f∇V (∇UW )− V f∇UW − f∇[V,U ]W

= f
(
∇V (∇UW )−∇[V,U ]W

)
.

The claim follows. To prove C(M)-linearity in W , consider

Rm(U, V )(fW ) = ∇V (∇U (fW ))−∇U (∇V (fW ))−∇[V,U ](fW )

= ∇V ((Uf)W + f∇UW )−∇U ((V f)W + f∇VW )

− ([V,U ]f)W − f∇[V,U ]W

= (V Uf − UV f)W + (Uf)∇VW − (V f)∇UW
+ (V f)∇UW − (Uf)∇VW + f (∇V (∇UW )−∇U (∇VW ))

− ([V,U ]f)W − f∇[V,U ]W

= f Rm(U, V )W .

The second claim is a consequence of the identification of Γ(T ∗M ⊗
T ∗M ⊗T ∗M ⊗TM) with Γ(T ∗M)⊗Γ(T ∗M)⊗Γ(T ∗M)⊗Γ(TM) described
in §6.2. �

Lemma 13.4 (The first Bianchi identity). For any u, v, w ∈ TpM ,

Rm(u, v)w + Rm(v, w)u+ Rm(w, u)v

= Tor(u,Tor(v, w)) + Tor(v,Tor(w, u)) + Tor(w,Tor(u, v))

−∇u Tor(v, w)−∇v Tor(w, u)−∇w Tor(u, v) .

In particular, if ∇ is symmetric then

Rm(u, v)w + Rm(v, w)u+ Rm(w, u)v = 0 .

Proof. By the trilinearity of Rm, it suffices to prove the claim for any
coordinate vectors ∂i, ∂j and ∂k. This simplifies the calculation since the
coordinate vector fields commute. Indeeed,

Rm(∂i, ∂j)∂k + Rm(∂j , ∂k)∂i + Rm(∂k, ∂i)∂j

= ∇j(∇i∂k)−∇i(∇j∂k) +∇k(∇j∂i)−∇j(∇k∂i) +∇i(∇k∂j)−∇k(∇i∂j)
= ∇j (∇i∂k −∇k∂i) +∇k (∇j∂i −∇i∂j) +∇i (∇k∂j −∇j∂k)
= −∇i(Tor(∂j , ∂k))−∇j(Tor(∂k, ∂i))−∇k(Tor(∂i, ∂j))

= −∇i Tor(∂j , ∂k)−∇j Tor(∂k, ∂i)−∇k Tor(∂i, ∂j)

+ Tor(∂i,Tor(∂j , ∂k)) + Tor(∂j ,Tor(∂k, ∂i)) + Tor(∂k,Tor(∂i, ∂j)) .
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Alternatively, one could compute with arbitrariry vector fields and apply
the Jacobi identity. �

Given vector fields U and V , we can extend the operator Rm(U, V ) to a
homogeneous operator on the entire tensor algebra: Given a tensor field S,
we simply set

Rm(U, V )S + ∇V (∇US)−∇U (∇V S)−∇[V,U ]S .

By exactly the same computations as in Lemma 13.3, the map U, V, S 7→
Rm(U, V )S is C(M)-trilinear and hence defines a tensor.

Lemma 13.5. Let M be a manifold with connection ∇. Given vector fields
U and V , the curvature operator Rm(U, V ) satisfies the Leibniz rule with
respect to the tensor product and commutes with contractions. Thus, the
tensor field Rm(U, V )S is determined, for any homogeneous tensor field S ∈
Γ
(⊗k T ∗M ⊗

⊗` TM
)

, by the formula

(Rm(U, V )S)(U1, . . . , Uk, α
1, . . . , α`)

= −
k∑
i=1

S(U1, . . . ,Rm(U, V )Ui, . . . , Uk, α
1, . . . , α`)

−
∑̀
j=1

S(U1, . . . , Uk, α
1, . . . ,Rm(U, V )αj , . . . , α`) .(13.1)

Proof. We first show that, given U, V ∈ Γ(TM), Rm(U, V ) distributes over
the tensor product. Using the fact that ∇ distributes over ⊗ we compute
locally in a coordinate basis {∂i} for any homogeneous tensor fields S and
T ,

∇i(∇j(S ⊗ T )) = ∇i (∇jS ⊗ T + S ⊗∇jT )

= ∇i(∇jS)⊗ T +∇jS ⊗∇iT
+∇iS ⊗∇jT + S ⊗∇i(∇jT ) .

It follows that

Rm(∂i, ∂j)(S ⊗ T ) = Rm(∂i, ∂j)S ⊗ T + S ⊗ Rm(∂i, ∂j)T .

The claim follows since both sides are tensorial.

That Rm(U, V ) commutes with contractions is a simple consequence of
the fact that ∇ commutes with contractions: Let U and V be vector fields,
S a homogeneous tensor field and tr any contraction defined on Rm(U, V )S.
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Then

tr(Rm(U, V )S) + tr(∇V (∇US)−∇U (∇V S)−∇[V,U ]S)

= ∇V tr(∇US)−∇U tr(∇V S)−∇[V,U ] trS

= ∇V (∇U trS)−∇U (∇V trS)−∇[V,U ] trS

= Rm(U, V ) trS .

The remaining claim now follows as in the formula (11.6) since the cur-
vature operator vanishes on the smooth functions. �

Example 13.6. A useful special case of the formula (13.1) is the curvature
formula

(Rm(u, v)α)(w) = −α(Rm(u, v)w)

for covectors α ∈ T ∗M .

13.1. The linearized geodesic equation. A fundamental tool for the
study of geodesics is the linearized geodesic equation, also known as
Jacobi’s equation of geodesic deviation.

Let ω : (−t0, t0)× (−ε0, ε0)→ M be a smooth one-parameter family of
geodesics. That is, for each ε ∈ (−ε0, ε0), the curve t 7→ ω(t, ε) is a geodesic.
Since the canonical coordinate vectors ∂t and ∂ε for (−t0, t0) × (−ε0, ε0)
commute, we have by the definition of the pullback connection (abusing
notation slightly)

∇ε∂tω −∇t∂εω = Tor(∂εω, ∂tω)

and

[∇ε,∇t] = Rm(∂tω, ∂εω) .

Theorem 13.7 (Jacobi (1836)). Let ω : (−t0, t0) × (−ε0, ε0) → M be a
smooth one-parameter family of geodesics ω(·, ε). Then

0 = ∇t(∇t∂εω) +∇t(Tor(∂tω, ∂εω)) + Rm(∂tω, ∂εω)∂tω .

Proof. By the geodesic property of the family,

0 = ∇ε(∇t∂tω) = ∇t(∇ε∂tω) + Rm(∂tω, ∂εω)∂tω

= ∇t (∇t∂εω + Tor(∂tω, ∂εω)) + Rm(∂tω, ∂εω)∂tω

= ∇t(∇t∂εω) +∇t (Tor(∂tω, ∂εω)) + Rm(∂tω, ∂εω)∂tω . �

In particular, if J + ∂ε|ε=0ω and γ is the geodesic t 7→ ω(t, 0), then J
solves

(13.2) 0 = ∇t∇tJ + Tor(γ′,∇tJ) +∇t Tor(γ′, J) + Rm(γ′, J)γ′ .

Solutions to (13.2) are called Jacobi fields (along γ).
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Exercises.

Exercise 13.1. The covariant differential of a homogeneous tensor field
S ∈ T (k,l)(TM) is the tensor field ∇S ∈ T (k+1,l)(TM) defined by

(∇S)(X0, X1, . . . , Xk, α
1, . . . , αl) + (∇X0S)(X1, . . . , Xk, α

1, . . . , αl) .

The covariant differential of a general tensor field is defined as the sum of the
covariant differentials of its homogeneous parts. Covariant differentials can
be iterated: the second covariant differential (or covariant Hessian)
of S is the tensor field ∇2S + ∇(∇S), the third covariant differential of
S is the tensor field ∇3S + ∇(∇(∇S)), etc. Suppose that ∇ is torsion-free
and let X,Y and Z be vector fields and S a tensor field. Prove the following
three Ricci identities:

(R1) ∇2S(Y,X)−∇2S(X,Y ) = Rm(X,Y )S ,

(R2) ∇3S(Y,X,Z)−∇3S(X,Y, Z) = Rm(X,Y )(∇ZS)−∇Rm(X,Y )ZS

and

(R3) ∇3S(X,Z, Y )−∇3S(X,Y, Z) = (∇X Rm)(Y,Z)S+Rm(Y, Z)(∇XS) ,

where the tensor field ∇Rm is defined (in the usual way) by commuting with
contractions:

∇X(Rm(Y, Z)S) = (∇X Rm)(Y,Z)S + Rm(∇XY, Z)S

+ Rm(Y,∇XZ)S + Rm(Y,Z)(∇XS) .

Combine (R2) and (R3) to obtain the second Bianchi identity: Suppose
that ∇ is torsion-free. If X, Y and Z are vector fields and S a tensor field,
then

∇X Rm(Y, Z)S +∇Y Rm(Z,X)S +∇Z Rm(X,Y )S = 0 .

Exercise 13.2. Let {ei}ni=1 be a local field of bases for TM and let {ϑi}ni=1 be
the field of dual bases. Denote by Γij

k + ϑk(∇iej) and Cij
k + ϑk([ei, ej ]) the

corresponding connection coefficients and commutator relations, respectively.
Show that

Torij
k = Γij

k − Γji
k − Cijk

and

Rmijk
` = ejΓik

` − eiΓjk` + Γik
pΓjp

` − Γjk
pΓip

` − CjipΓpk` .

Exercise 13.3. Let M be a manifold equipped with a connection ∇. Given a
local field of bases {ei}ni=1 for TM , define the (local) connection 1-forms
{ωik}ni,k=1 by

ωj
k + −Γij

kϑi ,
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where {Γijk}ni,j,k=1 are the connection coefficients corresponding to {ei}ni=1,
i.e.,

∇iej = Γij
kek ,

and {ϑi}ni=1 is the local field of bases dual to {ei}ni=1.

(a) Show that

ωj
k(ei) = (∇iϑk)(ej) .

Define the torsion 2-forms {Tork}nk=1 by

Tork + dϑk + ϑj ∧ ωjk .

(b) Show that

ιU ιV Tork = ϑk(Tor(U, V )),

where the tensor on the right is the torsion tensor of ∇.

Define the curvature 2-forms {Rmk
`}nk,`=1 by

Rmk
` + dωk

` + ωk
p ∧ ωp` .

(c) Show that

ιU ιV Rmk
` = Rm(U, V, ek, ϑ

`) .

(d) Prove the “first Bianchi identity”

dTor` = ωk
` ∧ Tork−Rmk

` ∧ ϑk .

(e) Assuming ∇ is torsion-free, prove the “second Bianchi identity”

dRmk
` = Rmk

p ∧ ωp` − ωkp ∧ Rmp
` .
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14. Riemannian metrics

Next, we want to introduce a way of defining geometric notions such as
lengths of curves, angles between curves and areas of subsets of our manifold.
This is achieved through the introduction of a Riemannian metric — a
family of inner products on the tangent spaces.

Definition 14.1. A Riemannian metric or metric tensor on a differ-
entiable manifold M is a smooth section g ∈ Γ(T ∗M ⊗ T ∗M) such that, for
each p ∈M , the bilinear form gp : TpM × TpM → R is symmetric,

gp(u, v) = gp(v, u) ,

and positive definite,

u 6= 0 =⇒ gp(u, u) > 0 .

A Riemannian manifold is a differentiable manifold equipped with a
Riemannian metric.

For each p ∈M , the inner product gp induces a norm | · | on TpM in the
usual way:

|u|p +
√
gp(u, u) .

We define the function | · | : TM → R by |(p, u)| + |u|p.
As for any tensor field, a metric can be locally described in terms of its

coefficients in a local chart: Let {dxj}nj=1 be the basis of covector fields dual

to the coordinate basis {∂j}nj=1 of some chart. Then, at points of the chart,

g = gijdx
i⊗dxj , where gij = g(∂i, ∂j). The smoothness of g is equivalent to

the smoothness of all the coefficient functions gij with respect to some (and

hence any) chart. More generally, given a basis {ei}dimM
i=1 for TpM , we can

write g with respect to the dual basis {ϑi}dimM
i=1 for T ∗pM as g = gijϑ

i ⊗ ϑj ,
where gij = g(ei, ej). A basis {ei}dimM

i=1 for TpM (or a local field of bases for
TM) is called orthonormal if g(ei, ej) = δij .

A Riemannian metric induces a canonical isomorphism, ·[, between TM
and T ∗M via the rule

u[(v) + g(u, v) .

The inverse of ·[ is denoted by ·] and the two isomorphisms are sometimes
referred to as the musical isomorphisms. These isomorphisms extend in
a natural way to the homogeneous tensor bundles. For example, we can
identify a tensor T ∈ T (2,0)M with a tensor in the bundle T (1,1)M via the
rule

T (u, α) + T (u, α]) .
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With respect to dual local bases {ei}dimM
i=1 and {ϑi}dimM

i=1 , the musical iso-
morphisms correspond to raising and lowering of indices using the met-
ric: denote by gij the components of the dual metric g ∈ Γ(TM ⊗ TM)
defined by

g(α, β) + g(α], β]) .

Observe that gikg
kj = δij . So given u ∈ TM , the components of u[ with

respect to the dual basis are given by (u[)i = ui + giku
k. The (1, 1) tensor

defined above is related to its (2, 0) counterpart by Ti
j + gjkTik. These

rules extend in the obvious way to higher degree homogeneous tensors and
we will freely use them without mention from here on.

The standard inner product on Euclidean space Rn induces a Riemann-
ian metric on Rn via the natural identification of the tangent spaces TpRn
with Rn. With respect to the identity chart, its components are δij . In
fact, the manifold Rn can be made a Riemannian manifold in many ways:
For each 1 ≤ i ≤ j ≤ n, let fij be any bounded, smooth function and
set fij = fji for each 1 ≤ j ≤ i ≤ n. Then, for C sufficiently large, the
matrix corresponding to the functions gij = Cδij + fij is positive definite
everywhere, and hence gij defines a Riemannian metric.

Any differentiable manifold can be equipped with a metric (in many
ways).

Lemma 14.2. Every smooth manifold carries a Riemannian metric (in
fact, many of them).

Proof. The proof is essentially the same as the proof of existence of connec-
tions: Choose an atlas {ϕα : Uα → Vα ⊂ Rn} and a subordinate partition of
unity {ρα}. On each of the regions Vα in Rn, choose a Riemannian metric
gα. Then define, for any X,Y ∈ Γ(TM),

g(X,Y ) +
∑
α

ραg
α(dϕα(X), dϕα(Y )) . �

Submanifolds and, more generally, immersed submanifolds of Riemann-
ian manifolds carry a natural Riemannian metric induced by the “ambient”
Riemannian metric.

Definition 14.3. Let F : M → N be an immersion of a manifold M into
a Riemannian manifold N with Riemannian metric g. The pullback of g
is the metric h on M defined by

hp(u, v) + gF (p)(dFp(u), dFp(v)) .

The pullback metric is often denoted by h = F ∗g.

Definition 14.4. Let (M, g) and (N,h) be Riemannian manifolds (of the
same dimension). A smooth map Φ : M → N is called a local isometry
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if g = Φ∗h. A local isometry which is also a diffeomorphism is called an
isometry. Two Riemannian manifolds are called (locally) isometric if
there exists a (local) isometry between them.

In particular, this endows any submanifold of Rn with a canonical Rie-
mannian structure. An important example is the sphere Sn−1

r of radius
r > 0.

An important example of a Riemannian manifold which does not arise
as an isometrically embedded hypersurface12 of Euclidean space is the hy-
perbolic space.

Example 14.5. Minkowski space Rn,1 is the linear space Rn+1 equipped
with the bilinear form η : Rn+1 × Rn+1 → R defined by

η(x0e0 + ~x, y0e0 + ~y) + −x0y0 + ~x · ~y ,

where ~x +
∑n

i=1 x
iei ∈ Rn and · denotes the usual dot product on Rn.

The n-dimensional hyperbolic space Hn is the submanifold of unit
future directed timelike vectors

J+ + {z ∈ Rn+1 : η(z, z) = −1 and η(z, e0) < 0}

in Minkowski space equipped with the pullback metric

h(u, v) + η(dι(u), dι(v)) ,

where ι : Hn → Rn,1 is the inclusion map and, for each p ∈ Rn+1, TpRn+1

is identified with Rn+1 in the usual way.

14.1. Length and distance.

In this section, we introduce the natural metric space structure on a
Riemannian manifold determined by measuring the lengths of curves.

A mapping F : M → N between manifolds is deemed Ck if, given
coordinate charts ϕ and η for M and N respectively, the map η ◦ F ◦ ϕ−1

is Ck. If A is a subset of M , a mapping F : A → N is deemed Ck if there
is an open set O of M containing A such that F : O → N is Ck. A curve
ω : [a, b]→M is piecewise Ck if there are points a + a0 < a1 < · · · < al + b
such that ω[ai−1,ai] is Ck for each i = 1, . . . , l. We denote by Dk(M) the set

of piecewise Ck curves from intervals I ⊂ R into M .

Definition 14.6. Let (M, g) be a Riemannian manifold and ω : I → M a
piecewise C1 curve. The length L(ω) of ω is defined as

L(γ) +
∫ b

a
|ω′(t)|dt .

12A hypersurface is a submanifold of codimension 1.
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Given two points p and q in M , we define the distance from p to q by

d(p, q) + inf
ω∈D1(p,q)

L(ω) ,

where D1(p, q) + {ω : [a, b] → M ∈ D1(M) : ω(a) = p and ω(b) = q}.
We refer to the corresponding function13 d : M ×M → R+ ∪ {∞} as the
Riemannian distance function (induced by g).

Lemma 14.7. Let (M, g) be a Riemannian manifold with induced Riemann-
ian distance function d : M ×M → R. If M is connected, then (M,d) is a
metric space whose induced topology agrees with that of M .

Proof. The symmetry of the distance function is immediate, as is its non-
negativity. The triangle inequality is also easily established: For any curves
ω1 : [a1, b1] → M,ω2 : [a2, b2] → M ∈ D1(M) with ω1(b1) = ω2(a2), we can
define the concatenation ω1#ω2 : [0, b1 − a1 + b2 − a2]→M ∈ D1(M) by

ω1#ω2(t) +

{
ω1(t+ a1) if 0 ≤ t ≤ b1 − a1

ω2(t+ a2 − (b1 − a1)) if b1 − a1 ≤ t ≤ b1 − a1 + b2 − a2 .

Observe that ω1#ω2 is a curve of length L(ω1) + L(ω2). By the definition
of L, given points p, q and r in M and any ε > 0 we can choose curves ω1

joining p to q and ω2 joining q to r such that L(ω1) < d(p, q) + ε/2 and
L(ω2) < d(q, r) + ε/2 and hence d(p, r) ≤ L(ω1#ω2) ≤ d(p, q) + d(q, r) + ε.
The claim follows.

Consider distinct points p 6= q ∈ M . We need to show that d(p, q) > 0.
To do so, we will compare d to the Euclidean distance in charts (which
will also prove that the induced topology is the correct one). So choose a
chart ϕ : U → V around p. Then we can choose δ > 0 and λ > 0 such
that14 ϕ−1(B2δ(ϕ(p))) ⊂ U , q 6∈ ϕ−1(Bδ(ϕ(p))) and g(u, u) ≥ λ|dϕ(u)|2 on
B2δ(ϕ(p)). We can now choose a curve ω ∈ D1(p, q) such that

d(p, q) ≥
∫
|ω′(t)| dt−

√
λδ

2
.

If we denote by γ the component of ω in U which contains p, then, since
φ(q) /∈ Bδ(φ(p)), the Euclidean curve φ ◦ γ must have length at least δ. We

13Recall that the infimum of the empty set is ∞.
14The third condition is possible because the left and right hand sides are homogeneous in

u: For each p ∈ U , g(u, u)/|dϕ(u)|2 has a lower bound on the (compact) unit sphere in TpM . But

this lower bound extends to all of TpM since g(ru, ru)/|dϕ(ru)|2 = g(u, u)/|dϕ(u)|2. We may

then take λ to be the minimum of these lower bounds over the compact set ϕ−1
(
B2δ(ϕ(p))

)
,

where δ is chosen so that this set lies in U .
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may therefore estimate

d(p, q) ≥
∫
|γ′(t)| dt−

√
λδ

2

≥
√
λ

∫
|dϕ(γ′)| dt−

√
λδ

2

=
√
λ

∫
|(ϕ ◦ γ)′| dt−

√
λδ

2

=
√
λL(ϕ ◦ γ)−

√
λδ

2

≥
√
λδ

2
> 0 .

This proves that d is a metric. But it also proves that d is comparable from
below by the Euclidean distance when viewed through charts. A similar
argument shows that it is also comparable from above. Since charts are
homeomorphisms, this proves the final claim. �

14.2. The Levi-Civita connection. A Riemannian metric on a manifold
M is a section of the tensor bundle T (2,0)M . Thus, given a connection on
M , we can take the covariant derivative of g. A connection is called metric
compatible if the covariant differential of g is the zero section. Such a
tensor field is also called parallel or covariantly constant.

Definition 14.8. A connection ∇ on a Riemannian manifold (M, g) is
called metric(-compatible) (or g-compatible) if

∇g = 0 .

Equivalently,

X(g(Y, Z)) = g(∇XY,Z) + g(Y,∇XZ)

for any vector fields X, Y and Z.

Metric compatibility is a natural generalization of the product rule for
inner products on Rn.

Theorem 14.9 (T. Levi-Civita (1929)). Let (M, g) be a Riemannian man-
ifold. There exists a unique symmetric, metric connection ∇ on M .
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Proof. Assuming the conditions, we will derive an explicit formula for ∇,
proving the uniqueness. So consider, for any vector fields X, Y and Z,

Xg(Y, Z) + Y g(X,Z)− Zg(X,Y )

= g(∇XY,Z) + g(Y,∇XZ) + g(∇YX,Z) + g(X,∇Y Z)

− g(∇ZX,Y )− g(X,∇ZY )

= 2g(∇XY, Z) + g(Y,∇XZ −∇ZX) + g(∇YX −∇XY, Z)

+ g(X,∇Y Z −∇ZY )

= 2g(∇XY, Z) + g(Y, [X,Z]) + g([Y,X], Z) + g(X, [Y,Z]) .

That is,

2g(∇XY, Z) = Xg(Y, Z) + Y g(X,Z)− Zg(X,Y )

+ g([X,Y ], Z) + g([Z,X], Y )− g([Y, Z], X) .(14.1)

The right-hand side is independent of ∇, so this proves uniqueness.

Existence follows by checking that the formula (14.1) determines a sym-
metric, metric connection, which we leave as an exercise. �

The connection uniquely determined by (14.1) is called the Levi-Civita
connection of (M, g).

If we define, with respect to some local field of bases {ei}ni=1 for TM ,
the connection coefficients

Γijk + g(∇iej , ek)

and the structure coefficients

Cijk + g([ei, ej ], ek) = g(Liej , ek)

then the Levi-Civita formula (14.1) becomes

2Γijk = eigjk + ejgik − ekgij + Cijk − Cjki + Ckij .

In particular, with respect to a coordinate basis, the connection coefficients
are determined by derivatives of the metric components,

2Γijk = ∂igjk + ∂jgik − ∂kgij ,(14.2)

and, with respect to an orthonormal basis, the connection coefficients are
determined by the commutation relations,

2Γijk = Cijk − Cjki + Ckij .(14.3)

The connection is also uniquely determined by the connection one-
forms {ωij}ni,j=1, which are determined by

ωi
j(ek) + −(∇kθj)(ei) ,
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where {θi}ni=1 is the local field of bases for T ∗M dual to {ei}ni=1. Indeed,

since θj(ei) ≡ δji ,

ωj
k(ei) = − (∇iθk)(ej)

= − ei(θk(ej)) + θk(∇iej)

= Γij
k .

In Euclidean space, there is a (global) coordinate chart in which

gij ≡ δij

and hence

Γijk = 0 .

For a general Riemannian manifold, no such orthonormal coordinates ex-
ist; however, it is always possible to choose coordinates so that these two
identities hold at a given point.

Observe that the Levi-Civita connection has a total of n3 linearly inde-
pendent coefficients Γij

k with respect to a general local field of bases. This

reduces to n2(n+1)
2 if the basis is a coordinate basis, since, in that case, we

have the symmetry

Γij
k = Γji

k .

The number reduces to n2(n−1)
2 if the basis is orthonormal, since, in that

case, we have the skew-symmetry

Γijk + Γikj = 0 .

Similarly, with respect to a general basis, there are n2 connection one-forms,

while, with respect to an orthonormal basis, this reduces to n(n−1)
2 . With

respect to an coordinate basis, we still have n2 connection one-forms, but

their number of independent components is reduced from n3 to n2(n+1)
2 .

Proposition 14.10 (Exponential normal coordinates). Let (Mn, g) be a
smooth Riemannian manifold equipped with its Levi-Civita connection ∇.
Given p ∈ M and an orthonormal basis {ei}ni=1 for TpM we may define a
chart ϕ on a neighborhood U of p by

ϕ−1(x1, . . . , xn) = expp x
iei .

With respect to this chart,

gij(p) = δij and Γij
k(p) = 0 .

The coordinates defined by ϕ are called exponential normal coordi-
nates.
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Proof of Proposition 14.10. By Theorem 12.5, there exists U ⊂M such
that ϕ is a well-defined chart for M . Since the derivative of the exponential
map at the origin is the identity map, we find that

∂i|p + dϕ−1|ϕ(p)ei = (d expp)0ei = ei

and hence, in particular,
gij(p) = δij .

Next, observe that, given any constants ai, i = 1, . . . , n, the vector ai∂i is
tangent to the geodesic t 7→ expp(ta

iei) along γ. It follows that

∇ai∂i(a
j∂j) = 0

at points expp(ta
iei). In particular, this holds at p. But then, by symmetry

of the connection, we find at p

0 = ∇∂i+∂j (∂i + ∂j) = ∇i∂i +∇i∂j +∇j∂i +∇j∂j
= ∇i∂j +∇j∂i
= 2∇i∂j .

This completes the proof. �

Exercises.

Exercise 14.1. Given u, v ∈ Rn,1 satisfying η(u, u) < 0 and η(v, v) < 0,
show that

|η(u, v)| ≥ |u||v| ,
where |u| +

√
−η(u, u) (and similarly for v).

Exercise 14.2. Show that (Hn, h) is a Riemannian manifold. Hint: Let
ω : I → Hn be a smooth curve and use the defining relation for Hn to
determine the form of u + ω′(0). Then check that h(u, u) > 0 for u 6= 0.

Exercise 14.3. Consider the hyperbolic stereographic projection Φ :
Hn → B1(0) ⊂ Rn = {0} × Rn ⊂ Rn,1 defined as follows: Given a point

z ∈ Hn = {(t, x) ∈ R × Rn : t =
√

1 + |x|2}, where | · | is the norm in Rn,
let Φ(z) be the point of intersection of the line from z to the point −e0 with
the plane {0} × Rn.

Show that

Φ−1(x) =

(
1 + |x|2

1− |x|2
,

2x

1− |x|2

)
.

Show that the pullback metric g induced on the unit ball by Φ−1 is given
(in standard rectilinear coordinates) by

gij =
4

(1− |x|2)2 δij .

The Riemannian manifold (B1(0), g) is called the Poincaré disk.
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Exercise 14.4. Let (M, g) be a Riemannian manifold. Show that the length
of a smooth curve ω : I →M is invariant under reparametrization; that is, if
r : J → I is a diffeomorphism of the intervals I and J , then L(ω) = L(ω◦r).

Exercise 14.5. Let (M, g) be a Riemannian manifold with metric compat-
ible connection ∇.

(a) Show that lengths and angles are preserved by parallel translation.
That is,

∂t [g(E(t), F (t))] = 0

for any parallel vector fields E,F ∈ Γ(ω∗TM) along a smooth curve
ω : I →M .

(b) Show that any connection for which the lengths and angles between
parallel vector fields are constant must be compatible with the met-
ric.
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15. Convexity and completeness

15.1. The Gauss Lemma.

Let (M, g) be a Riemannian manifold of dimension n. Given p ∈ M ,
any orthonormal basis {ei}ni=1 for TpM induces an isomorphism from Rn to
TpM via the identification (v1, . . . , vn) 7→ viei. This in turn induces a map
Φ : (ξ, r) 7→ expp(rξ) from Sn−1 × [0, r0) into M for some r0 > 0. We refer
to the pair (ξ, r) as geodesic polar coordinates (centered at p) of the
point expp rξ ∈M .

Let ∂r be the canonical vector field on T (Sn−1×(0, r0)) = TSn⊕T (0, r0).
Observe that

dΦ(ξ,r)∂r = γ′ξ(r)

where γξ(r) + expp(rξ), and, given ζ ∈ TξSn−1,

dΦ(ξ,r)ζ = (d expp)rξζ .

Lemma 15.1 (Gauss (1825)). Let (M, g) be a Riemannian manifold with
Levi-Civita connection ∇. In geodesic polar coordinates,

Φ∗g(∂r, ∂r) = 1

and

Φ∗g(∂r, ζ) = 0

for all ζ ∈ TSn−1.

In other words, the image under the derivative of the exponential map
of the unit radial vector in TpM is always a unit vector, and the image of
a vector tangent to a sphere about the origin is always orthogonal to the
image of the radial vector.

Proof of Lemma 15.1. The first identity is straightforward: for each ξ ∈
Sn−1 the curve r 7→ γξ(r) + expp(rξ) is a geodesic with initial length

|γ′ξ(0)| = |ξ| = 1 .

The claim follows since

d

dr
[Φ∗g(∂r, ∂r)] =

d

dr
g(γ′ξ, γ

′
ξ) = 2g(∇rγ′ξ, γ′ξ) = 0 .

To prove the second claim, define a one-parameter family ω : [0, r0) ×
(−ε0, ε0) → M of geodesics γ(·, ε) by ω(r, ε) + expp(rξ(ε)), where ξ is a
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curve ξ : (−ε0, ε0)→ Sn−1 with (ξ(0), ξ′(0)) = (ξ0, ζ). Then

d

dr
g(∂rω, ∂εω) = g(∂rω,∇r∂εω)

= g(∂rω,∇ε∂rω)

=
1

2
∂εg(∂rω, ∂rω) = 0 .

Thus, g(∂rω, ∂εω) is constant in r. In particular,

Φ∗g(∂r, ζ) = g(∂rω, ∂εω)|(r,0) = g(∂rω, ∂εω)|(0,0) .

The claim follows since ∂εω(0, ε) = 0 for all ε. �

An important consequence of the Gauss Lemma is the fact that geodesics
of the Levi-Civita connection, restricted to sufficiently short intervals, have
smaller length than any other path between their endpoints. We say that
geodesics locally minimize distance. Moreover, if the distance between two
points is attained as the length of some curve, then this curve must be a
geodesic.

Proposition 15.2. Let (M, g) be a Riemannian manifold equipped with its
Levi-Civita connection ∇ and let γ : I → M be a geodesic. For any t0 ∈ I
there exists δ > 0 such that

L(γ|[t0−δ,t0+δ]) = d(γ(t0 − δ), γ(t0 + δ)) .

Conversely, let ω : [0, 1] → M be a piecewise smooth path for which
L(ω) = d(ω(0), ω(1)). Then ω = γ ◦ r, where r : [0, 1] → [0, 1] is monotone
and γ is a geodesic.

Note that we cannot expect that geodesics minimize length on long in-
tervals — consider the example of the sphere S2: geodesics are great circles,
and these achieve the distance between their endpoints on intervals of length
no greater than π, but not on longer intervals.

Proof of Proposition 15.2. Let γ : I →M be a (without loss of general-
ity, unit speed) geodesic. Fix t0 ∈ I and choose δ > 0 sufficiently small that
[t0− δ, t0 + δ] ⊂ I and expγ(t0−δ) is a diffeomorphism on a ball in Tγ(t0−δ)M
of radius r > 2δ about the origin. For convenience, we denote by p the point
γ(t0 − δ) and by q the point γ(t0 + δ).

Now let ω : J → M be any other curve joining the points p and q. We
need to show that L(ω) ≥ L(γ|[t0−δ,t0+δ]) = 2δ. Suppose first that ω remains
in the set expp(B2δ(0)). Then we can write ω in geodesic polar coordinates
based at p as ω(t) = expp(r(t)ξ(t)) for some function r : J → [0, 2δ] (which
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maps the endpoints of J to the endpoints of [0, 2δ]) and some ξ : J → SpM .
Then, by the Gauss Lemma,

|ω′(t)|2 = |(d expp)rξ(r
′ξ + rξ′)|2 = (r′)2 + r2|(d expp)rξξ

′|2 ≥ (r′)2 .

In particular,

L(ω) =

∫
J
|ω′(t)|dt ≥

∫
J
|r′(t)| dt ≥

∫ 2δ

0
dr = 2δ = L(γ) .(15.1)

This proves the first claim as long as ω does not leave the set expp(Br(0)).
But should γ leave this set, the same argument applies on the portion of ω
joining p to its boundary, giving L(ω) > 2δ.

To prove the second claim, first observe that ω achieves the distance be-
tween any pair of its points. Indeed, if there were some subinterval on which
this were not true, then replacing ω by a shorter path on that subinterval
would also yield a shorter path from ω(0) to ω(1). The claim now follows by
observing that equality is attained in (15.1) only if ξ′ = 0 and r is monotone,
in which case ω is simply a monotone reparametrization of γ. �

15.2. Convex neighborhoods.

Next, we show that the distance d(p, q) between two points p and q is
achieved by a length minimizing geodesic, so long as p and q are sufficiently
close. In fact, we prove slightly more (cf. Corollary 12.6).

Proposition 15.3 (Convex neighbourhoods). Let (M, g) be a Riemannian
manifold equipped with its Levi-Civita connection ∇. For any p ∈ M there
exist constants 0 < ε ≤ η such that every pair of points q and r in the ball
Bε(p) + {x ∈M : d(p, x) < ε} is joined by a unique geodesic γqr : [0, 1]→M
of length L(γqr) = d(q, r) < η.

Moreover, d(p, γqr(t)) ≤ max{d(p, q), d(p, r)} for all t ∈ [0, 1]. In partic-
ular, γqr([0, 1]) ⊂ Bε(p).

Proof. By Theorem 12.5 the map (π × exp) : TM → M ×M is a diffeo-
morphism from a neighborhood of (p, 0) into M ×M . Thus, as in the proof
of Corollary 12.6, we may choose η sufficiently small that (π × exp) is a
diffeomorphism on the set Oη + {(x, v) ∈ TM : d(x, p) < η, |v| < η}.
Setting Bε(p) + {x ∈ M : d(x, p) < ε}, now choose ε so small that
Bε(p) × Bε(p) ⊂ (π × exp)(Oη). In particular, for any q, r ∈ Bε(p), there
exists a unique geodesic γqr of length less than η joining q to r. Moreover,
applying the Gauss Lemma as in the proof of Proposition 15.2, we find that
γqr achieves the distance between its endpoints.
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It remains to prove that d(p, γqr(t)) ≤ max{d(p, q), d(p, r)} for all t ∈
[0, 1]. Observe that, in exponential normal coordinates ϕ based at p,

d(p, x) = d(p, expp(x
iei)) = |γ′(0)| =

n∑
i=1

(xi)2 ,

where γ(t) + exp(txiei). Thus, writing γqr(t) = expp(x
i(t)ei) and using the

geodesic equation,

d2

dt2
d(p, γqr(·)) =

d2

dt2

n∑
i=k

(xk)2 = 2
d

dt

n∑
k=1

xkẋk

= 2
n∑
k=1

(
(ẋk)2 + xkẍk

)
= 2

n∑
k=1

(
(ẋk)2 − xkẋiẋjΓijk

)
.

Now, in exponential normal coordinates, Γij
k(0) = 0 and hence, for η

sufficiently small, we can arrange that15∣∣∣∣∣∣
∑
i,j,k

xkΓij
kξiξj

∣∣∣∣∣∣ ≤ 1

2

∑
k

(ξk)2

whenever
∑

k(x
k)2 < 2η. Note that, since γqr is of length less than η and

since q and r are within distance ε < η of p, the entire geodesic γqr stays
within distance 2η of p. So we may estimate

d2

dt2
d(p, γqr(·)) ≥

n∑
k=1

(ẋk)2 > 0 .

Thus, the function t 7→ d(p, γqr(t)) is strictly convex; in particular, its max-
imum must occur at one of the endpoints. �

15.3. The Hopf–Rinow Theorem.

A Riemannian manifold is called geodesically complete if TM =
TM . This means that the geodesic flow is defined for all t ∈ R or, in
other words, that geodesics can be extended indefinitely. The Hopf–Rinow
Theorem states that a Riemannian manifold is geodesically complete if and
only if it is complete as a metric space when equipped with the Riemannian
distance function.

15This follows again from the homogeneity of the right and left hand sides in ξ and compact-
ness of the unit sphere.
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Theorem 15.4 (H. Hopf and W. Rinow16 (1931)). Let (M, g) be a con-
nected Riemannian manifold equipped with its Levi-Civita connection and
its Riemannian distance function d. The following are equivalent:

(1) (M,d) is a complete metric space ;

(2) (M, g) is geodesically complete ;

(3) There exists p ∈M for which TM ∩ TpM = TpM .

Furthermore, each of these conditions implies

(*) For every p and q in M , there exists a length minimizing geodesic
joining p and q.

Proof. Observe that (2) immediately implies (3). We prove the following
implications: (1) =⇒ (2), (3) =⇒ (∗p) and ((3) + (∗p)) =⇒ (1), where (∗p)
is the statement of (∗) but with the point p fixed and satisfying (3).

(1) =⇒ (2): Suppose that (M,d) is a complete metric space. If (2) does
not hold, then there is a point ξ = (p, u) ∈ TM with |u| = 1 such that the
maximal interval Iξ of existence of the geodesic γ(t) + exp(tξ) is not all of
R. Without loss of generality, we can assume that T + sup Iξ <∞. Observe
that

d(γ(s), γ(t)) ≤ L(γ
∣∣
[s,t]

) = |t− s|

for any s, t ∈ Iξ. That is, γ(t) is Cauchy as t → T and hence converges to
some limit q ∈ M . Extend the curve γ to T by setting γ(T ) = q. We need
to show that the tangent vector has a limit as t→ T .

Choose ε > 0 such that the ball Bε(q) is convex in the sense of Proposi-
tion 15.3. Then, for any s, t ∈ (T − ε, T ), γ(s) and γ(t) lie in Bε(q), and γ
achieves the distance between them:

d(γ(s), γ(t)) = L(γ|[s,t]) = |t− s| for all s, t ∈ (t− ε, T ) .

Since d is continuous,

d(γ(s), q) = lim
t→T

d(γ(s), γ(t)) = lim
t→T

(t− s) = T − s = L(γ|[s,T ]) .

So γ|[s,T ] is a length minimizing path and hence a geodesic emanating from
q:

γ|[s,T ](T − t) = expq(tη)

16Willi Rinow, who received his PhD in Berlin in 1932 under the direction of Heinz Hopf and

Ludwig Bieberbach, joined the Nazi party in 1937 and worked as a cryptanalyst for the Nazi war
effort. Hopf, whose father was born Jewish, was forced to file for Swiss citizenship in 1940 after his
property was confiscated by the Nazis. (By 1933, Bieberbach had become a fervent Nazi, and was

enthusiastically involved in the efforts to dismiss his Jewish colleagues and promote “Deutsche
Mathematik”, even facilitating the Gestapo arrest, and later execution, of Juliusz Schauder.)
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for some η ∈ SqM . Local existence of solutions to the geodesic equation
now ensures that this geodesic exists for sufficiently small values of t < 0,
which extends γ beyond T .

Next, we prove that (3) =⇒ (∗p): Suppose that TM ∩TpM = TpM . Fix
q 6= p. We need to show that there is a length minimizing geodesic joining p
with q. Choose ε > 0 such that expp is a diffeomorphism on a set containing
the closure of Bε(0p) ⊂ TpM . If q ∈ Bε(p) then we are done, so assume not.
Observe that Sε(p) + {q ∈ M : d(p, q) = ε} is compact (it is the image of
the compact set Sε(0p) + {v ∈ TpM : |v| = ε} under the continuous map
expp). In particular, the function d(·, q) attains its minimum on this set. In
other words, there exists r = expp(εv) such that

d(r, q) = d(Sε(p), q) + inf{d(r′, q) : r′ ∈ Sε(p)} .

We claim that

(15.2) d(p, q) = ε+ d(r, q) .

Indeed, the inequality d(p, q) ≤ ε+d(r, q) follows from the triangle inequality
since d(p, r) = ε, and the reverse inequality follows because any path from
p to q must pass through Sε(p). Set γ(t) + expp tv and let J be the set of
times

J + {t ∈ [0, d(p, q)] : t+ d(γ(t), q) = d(p, q)} .
We need to show that J contains the point d(p, q) — taking t = d(p, q) will
then imply that d(γ(d(p, q)), q) = 0 and hence q = γ(d(p, q)), which proves
our claim.

First observe that J is non-empty (by (15.2)) and closed (because the
distance function is continuous and γ(t) exists for all t ∈ R). Next, we claim
that [0, t] ⊂ J whenever t ∈ J . Indeed, if s < t, the triangle inequality and
the fact that γ|[0,t] is a minimising path imply that

d(p, q) = t+ d(γ(t), q)

= s+ (t− s) + d(γ(t), q)

≥ s+ d(γ(s), q)

≥ d(p, q) .

Finally, we will prove that J is open relative to [0, d(p, q)], which will prove
that J = [0, d(p, q)] and hence d(p, q) ∈ J as desired.

So fix τ ∈ J and set x = γ(τ). Choose δ > 0 such that expx is a
diffeomorphism on Bδ(0). If q ∈ Bδ(x) then q = expx(d(x, q)w) for some
w ∈ S(0x). Consider the curve

(15.3) ω(t) +

{
γ(t) for t ≤ τ
expx(−(τ − t)w) for t ≥ τ .
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Observe that ω is a curve joining p to q, and, by assumption,

d(p, q) = τ + d(x, q) = L(ω) .

Thus, ω is a minimising curve and hence a geodesic. Hence, by uniqueness,
ω(t) = expp(tv) for all t ∈ [0, d(p, q)] and we are done.

If, instead, q 6∈ Bδ(x) then we can choose y ∈ Sδ(x) such that d(y, q) =
d(Bδ(x), q). Then, as before,

d(x, q) = δ + d(y, q)

and hence, by assumption

d(p, q) = d(p, x) + d(x, q) = τ + δ + d(y, q) .

Let ω be the unit speed curve given by following γ from p to x and then
following the radial geodesic from x to y. Then L(ω) = d(p, x)+δ and hence

d(p, q) = L(ω) + d(y, q) .

It follows that L(ω) = d(p, y) since if there were any shorter path ω′

from p to y we would have

d(p, q) ≤ L(ω′) + d(y, q) < L(ω) + d(y, q) = d(p, q) ,

a contradiction. Therefore ω is a geodesic and hence ω(t) = γ(t). Thus,
[0, τ + δ] ⊂ J , and hence J is open, as claimed, which completes the proof
of the second implication.

Finally, we will prove that ((3)+(∗p)) =⇒ (1): By (3), we may define

for each k ∈ N the set Mk + expp(Bk(0p)). This set is the image of a
compact set under a continuous map, and is therefore compact. By (∗p),
∪k∈NMk = M . Now, if {qi}i∈N is a Cauchy sequence in M , then {qi}i∈N
is contained in Mk for some k. But since Mk is compact, it follows that
{qi}i∈N converges. This completes the proof of the Theorem. �
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16. Riemannian curvature

We have already been introduced to the curvature tensor of a general con-
nection. In this section, we will be interested in the additional properties of
the curvature tensor of the Levi-Civita connection on a Riemannian man-
ifold. From here on, unless otherwise stated, a Riemannian manifold will
always be equipped with its Levi-Civita connection.

As usual, we can decompose the (3, 1)-tensor X,Y, Z 7→ Rm(X,Y )Z
into components with respect to some tangent basis {ei}dimM

i=1 :

Rm = Rmijk
lθi ⊗ θj ⊗ θk ⊗ el ,

where {θi}dimM
i=1 is the cotangent basis dual to {ei}dimM

i=1 .

Using the metric, we can identify Rm with a tensor of degree (4, 0) via

Rm(W,X, Y, Z) + g(Rm(W,X)Y,Z) .

Or, in components,

Rmijkl = glm Rmijk
m.

Proposition 16.1. Let (M, g) be a Riemannian manifold. The curvature

tensor Rm ∈ Γ(T (4,0)M) has the following symmetries:

(i) Rm(W,X, Y, Z) + Rm(X,W, Y, Z) = 0;

(ii) Rm(W,X, Y, Z) + Rm(X,Y,W,Z) + Rm(Y,W,X,Z) = 0;

(iii) Rm(W,X, Y, Z) + Rm(W,X,Z, Y ) = 0;

(iv) Rm(W,X, Y, Z) = Rm(Y,Z,W,X) .

Proof. The first identity is obvious from the definition of the curvature op-
erator and the second is just the first Bianchi identity. The third symmetry
is a consequence of the compatibility of the connection with the metric, and
the fact that the curvature operator is a derivation on the tensor algebra
which commutes with contractions (Lemma 13.5) and vanishes on functions:

0 = Rm(W,X)(g(Y,Z)) = g(Rm(W,X)Y,Z) + g(Y,Rm(W,X)Z)

= Rm(W,X, Y, Z) + Rm(W,X,Z, Y ) .
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The final identity is a consequence of the previous three:

Rm(W,X, Y, Z) = − Rm(X,Y,W,Z)− Rm(Y,W,X,Z)

= Rm(X,Y, Z,W ) + Rm(Y,W,Z,X)

= − Rm(Y, Z,X,W )− Rm(Z,X, Y,W )

− Rm(W,Z, Y,X)− Rm(Z, Y,W,X)

= 2 Rm(Y,Z,W,X) + Rm(Z,X,W, Y ) + Rm(W,Z,X, Y )

= 2 Rm(Y,Z,W,X)− Rm(X,W,Z, Y )

= 2 Rm(Y,Z,W,X)− Rm(W,X, Y, Z) .

Rearranging yields the the claim. �

Note that if M is a one-dimensional Riemannian manifold then its cur-
vature is zero (since the curvature tensor is skew-symmetric). This reflects
the fact that any one-dimensional Riemmannian manifold can be locally
parametrised by arc length, and so is locally isometric to any other one-
dimensional manifold.

Next consider the two-dimensional case: Any component of Rm in which
the first two or the last two entries are the same must vanish, by the anti-
symmetries in these components. There is therefore only one independent
component of the curvature: If we take {e1, e2} to be an orthonormal basis
for TpM , then we define the Gaussian curvature K of M at p as K(p) =
Rm(e1, e2, e1, e2). This is independent of the choice of orthonormal basis:
Any other one {e′1, e′2} is given by e′1 = cos θe1 +sin θe2 and e′2 = − sin θe1 +
cos θe2 for some θ and hence

Rm(e′1, e
′
2, e
′
1, e
′
2) = Rm(cos θe1 + sin θe2,− sin θe1 + cos θe2, e

′
1, e
′
2)

= cos2 θRm(e1, e2, e
′
1, e
′
2)− sin2 θRm(e2, e1, e

′
1, e
′
2)

= Rm(e1, e2, e
′
1, e
′
2) .

Using the pairwise symmetry (part (iv) of Proposition 16.1) and applying
the same argument again, we conclude

Rm(e′1, e
′
2, e
′
1, e
′
2) = Rm(e1, e2, e1, e2) .

Definition 16.2. Let (M, g) be a Riemannian manifold. Given p ∈M and
a two-dimensional subspace Σp ⊂ TpM , we define the sectional curvature
K(Σp) as

K(Σp) +
Rm(v1, v2, v1, v2)

|v1|2|v2|2 − g(v1, v2)2
,

where {v1, v2} is any basis for Σp.

If u and v are linearly independent tangent vectors at some point, then
we denote by u ∧ v the (oriented) plane spanned by u and v.
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Proposition 16.3. The curvature tensor is completely determined by the
sectional curvatures.

Proof. Working in an orthonormal basis for TpM at a point p ∈ M , it
suffices to find an explicit expression for any component Rmijkl in terms of
sectional curvatures.

Let {ei}ni=1 be an orthonormal basis for TpM . It will be convenient to
refer to the oriented plane generated by two distinct basis vectors ei and ej
using the notation ei ∧ ej . We first compute the sectional curvature of the
plane 1

2(ei + ek) ∧ (ej + el):

K
(1

2
(ei + ek) ∧ (ej + el)

)
=

1

4
Rm(ei + ek, ej + el, ei + ek, ej + el)

=
1

4
K(ei ∧ ej) +

1

4
K(ei ∧ el) +

1

4
K(ej ∧ ek) +

1

4
K(ej ∧ el)

+
1

2
Rmijil +

1

2
Rmijkj +

1

2
Rmilkl +

1

2
Rmklkj

+
1

2
Rmijkl +

1

2
Rmkjil .

Replacing ek and el by −ek and −el respectively yields the sectional
curvature of the plane 1

2(ei − ek) ∧ (ej − el), which we add to the previous
expression to obtain:

Rmijkl + Rmkjil = K

(
1

2
(ei + ek) ∧ (ej + el)

)
+K

(
1

2
(ei − ek) ∧ (ej − el)

)
− 1

2
K(ei ∧ ej)−

1

2
K(ei ∧ el)−

1

2
K(ej ∧ ek)−

1

2
K(ek ∧ el) .

Finally, subtract the same expression with ei and ej interchanged and
apply the Bianchi identity to obtain

3 Rmijkl = Rmijkl + Rmkjil−Rmjikl−Rmkijl

= K

(
1

2
(ei + ek) ∧ (ej + el)

)
+K

(
1

2
(ei − ek) ∧ (ej − el)

)
−K

(
1

2
(ej + ek) ∧ (ei + el)

)
−K

(
1

2
(ej − ek) ∧ (ei − el)

)
− 1

2
K(ei ∧ el)−

1

2
K(ej ∧ ek) +

1

2
K(ej ∧ el) +

1

2
K(ei ∧ ek) .�

Due to its symmetries, the curvature tensor of a Riemannian manifold
has only one linearly independent trace, which is called the Ricci tensor.
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We denote the Ricci tensor by Rc and use the convention

Rc(u, v) + ϑi(Rm(u, ei)v) = tr(w 7→ Rm(u,w)v)

or, in components,

Rcij = Rmkij
k .

By Proposition 16.1 (iv), Rc is a symmetric tensor:

Rc(u, v) = Rc(v, u).

We can relate the corresponding quadratic form, v 7→ Rc(v, v) to the sec-
tional curvatures: Given a unit vector v, choose an orthonormal basis for
TM with en = v. Then

Rc(v, v) =
n−1∑
i=1

Rm(v, ei, v, ei) =
n−1∑
i=1

K(v ∧ ei) .

Thus, the Ricci quadratic form in a direction v is (n− 1) times the average
of the sectional curvatures in 2-planes containing v.

The trace of the Ricci curvature is called the scalar curvature, which
we denote by R. That is,

R = Rci
i = gij Rcij .

Thus, R(p) is n(n− 1) times the average of the sectional curvatures over all
2-planes in TpM .

The full algebraic structure of the curvature tensor is elucidated by con-
structing a vector space on which it acts as a bilinear form. To each point p
of M is associated the linear space Λ2TpM of oriented two-planes. This
space is simply the quotient of the tensor product TpM⊗TpM by the relation

u⊗ v ∼ −v ⊗ u .

The corresponding vector bundle Λ2TM is called the two-plane bundle
of M .

We define the bilinear map ∧ : TpM×TpM → Λ2TpM , called the wedge
product, by

u ∧ v = [u⊗ v] .

We can identify u ∧ v ∈ Λ2TpM with the two dimensional oriented plane
in TpM spanned by u and v (although not everything in Λ2TpM can be
interpreted as a plane in TpM). Thus, the construction of Λ2TpM allows
us to perform formal sums and scalar multiplication of oriented two-planes.
We extend the metric to Λ2TM by declaring {1

2ei ∧ ej : 1 ≤ i < j ≤ n} an

orthonormal basis for Λ2TpM whenever {e1, . . . , en} is an orthonormal basis
for TpM . By Exercise 16.3,

g(A,B) = AijBkl(gikgjl − gilgjk) ,
120
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A two-plane which can be expressed in the form u∧v for some vectors u
and v is called a simple two-plane (and corresponds to a subspace of TpM).

The significance of the two-plane bundle is that the curvature tensor
defines a symmetric bilinear form on it.

Proposition 16.4. The curvature tensor defines a symmetric bilinear form
on the space of two-planes Λ2TpM via

Rm(A,B) = Rm(Aijei ∧ ej , Bklek ∧ el) + AijAkl Rmijkl ,

where the sum is over all i and j with i < j and all k and l with k < l.

Since the curvature operator is symmetric, it can be diagonalized. It is
important to note that the eigenvalues of the curvature operator need not be
sectional curvatures! The sectional curvatures are the values of the curvature
operator on simple two-planes, but there is no reason why the eigenvectors
of the curvature operator should be simple two-planes. In particular, it is
possible to have all the sectional curvatures positive (or negative) at a point,
while not having all of the eigenvalues of the curvature operator positive
(negative).

In the special case of three dimensions, however, every two-plane is sim-
ple, and so the eigenvalues of the curvature operator are sectional curvatures.

16.1. The Taylor expansion of the metric. Recall that in exponential
normal coordinates centered at p the metric tensor is Euclidean to first order
(at p). We will show that the curvature tensor is an obstruction to obtaining
local coordinates in which the metric tensor is Euclidean to second order at
a given point.

Theorem 16.5. Let (M, g) be a Riemannian manifold of dimension n. In
exponential normal coordinates about a point p ∈M , the components gij of
g are given by

gij = δij −
1

3
Rmikjl x

kxl +O(‖x‖3) .

Proof. Fix p ∈ M and an orthonormal basis {ei}ni=1 for TpM and let
(x1, . . . , xn) : U → Rn be the corresponding exponential normal coordi-
nate chart. Given q = expp x

iei ∈ U , let u be the unit vector u + xiei/|x|
and consider a geodesic variation

ω : (−t0, t0)× (−ε0, ε0)→M

(t, ε) 7→ expp(tξ(ε)) ,

where ξ : (−ε0, ε0) → Sn−1 ⊂ TpM has initial data ξ(0) = u, ξ′(0) = v ∈
TuS

n−1. In exponential normal coordinates,

∂εω = (d expp)tξtξ
′ = t(∂εξ

i)∂i
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and hence

ω∗g(∂ε, ∂ε) = t2∂εξ
i∂εξ

jgij ,

where we are writing gij for gij ◦ ω. Differentiating both sides k times with
respect to t yields

k∑
l=0

(
k

l

)
ω∗g(∇k−l

t ∂ε,∇l
t∂ε) = ∂εξ

i∂εξ
j
(
k(k − 1)∂k−2

t gij + 2kt∂k−1
t gij + t2∂kt gij

)
In particular, at (t, ε) = (0, 0),

k∑
l=0

(
k

l

)
ω∗g(∇k−lt ∂ε,∇lt∂ε) = k(k − 1)vivj∂k−2

t gij .

Note that, at (0, 0),

∂εω = 0 , ∂tω = u , ∇t∂t = 0 and ∇t∂εω = v .

Differentiating Jacobi’s equation, we also have

0 = ∇3
t∂εω +∇t Rm(∂tω, ∂εω)∂tω + Rm(∂tω,∇t∂εω)∂tω

= ∇3
t∂εω + Rm(u, v)u at (0, 0) .

Thus, setting k = 4,

12vivj∂2
t gij = 2ω∗g(∇4

t∂ε, ∂ε) + 8ω∗g(∇3
t∂ε,∇t∂ε) + 6ω∗g(∇2

t∂ε,∇2
t∂ε)

= − 8 Rm(u, v, u, v) at (0, 0) .

By Proposition 14.10, gij = δij and ∂tgij = 0 at (0, 0) and hence

vivjgij(expp(tu)) = vivjδij −
t2

3
Rm(u, v, u, v) +O(t3) .

Setting t = |x| then yields

gij(q) = δij −
1

3
Rmikjl x

kxl +O(‖x‖3) . �

Recall that the covariant differential of a tensor T of type (k, `) is the
tensor ∇T of type (k + 1, `) defined by

∇T (U, ·) + ∇UT (·) .

The covariant Hessian ∇2T of T is the covariant differential of ∇T . That
is,

∇2T (U, V ) + ∇U (∇T )(V )

= ∇U (∇V T )−∇∇UV T .

It is also common to write ∇2
U,V T and ∇U∇V T for ∇2T (U, V ). So is im-

portant to keep in mind that ∇U∇V T 6= ∇U (∇V T )!
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Observe that, for a symmetric connection,

Rm(U, V )T = ∇V (∇UT )−∇U (∇V T )−∇[V,U ]T

= ∇V (∇UT )−∇U (∇V T )−∇∇V U−∇UV T
= ∇V (∇UT )−∇∇V U − (∇U (∇V T )−∇∇UV T )

= ∇V∇UT −∇U∇V T .

In particular, for a symmetric connection, the covariant Hessian of a smooth
function f is symmetric,

∇U∇V f = ∇V∇Uf .

The trace of ∇2 is called the Laplace–Beltrami operator, or simply
the (covariant) Laplacian. That is,

∆T = tr(∇2T ) = gij∇i∇jT .

Lemma 16.6. Let (Mn, g) be a Riemannian manifold equipped with its
Levi-Civita connection ∇. Then

(16.1) ∇∆f = ∆∇f − Rc(grad f)

for any smooth function f ∈ C(M), where grad f is the vector field dual to
the one-form df and u 7→ Rc(u) ∈ T ∗M is the linear map dual to Rc; that
is,

Rc(u)(v) + Rc(u, v) .

Proof. Since ∇2f is symmetric,

−Rm(U, V, U, grad f) = (Rm(U, V )∇f)(U)

= ∇3f(V,U, U)−∇3f(U, V, U)

= ∇3f(V,U, U)−∇3f(U,U, V ) .

The claim follows by taking the trace. �

A slightly more involved argument shows that

(16.2) ∇∆T = ∆∇T +∇R ∗ T +R ∗ ∇T

for any tensor field T , where, given tensors S and T , we denote by S ∗T any
tensor obtained from the summing of constant multiples (depending only
on the ranks of S and T ) of contractions (possibly using the metric g or its
inverse g−1) of S ⊗ T .
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Exercises.

Exercise 16.1. Show that the algebraic symmetries of Proposition 16.1 re-
duce the number of algebraically independent components Rmijkl of the Rie-

mann tensor from n4 to n2(n2−1)
12 . In low dimensions, these numbers are

quite manageable: 0, 1, 6, 20, 50, . . . .

Exercise 16.2. Let (M, g) be a two dimensional Riemannian manifold.
Given a point p ∈ M and a basis {v1, v2} for TpM , show that the Gauss
curvature of (M, g) at p is given by

K(p) =
Rm(v1, v2, v1, v2)

g(v1, v2, v1, v2)
,

where
g(u, v, w, z) + g(u,w)g(v, z)− g(u, v)g(w, z) .

Exercise 16.3. Show that the inner product of two two-planes A,B ∈
Λ2TpM is given by

g(A,B) = AijBkl(gikgjl − gilgjk) ,
where the sums are over the indices i < j and k < l.

Exercise 16.4. Show that every two-plane on an n-manifold is simple if
n = 2 or n = 3 but not if n ≥ 4.
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17. Spaces of constant sectional curvature

Let (M, g) be a Riemannian manifold of dimension n ≥ 2. We want to
compute the various curvatures of (M, g) for some specific examples. We
will first do this in the most näıve way: By computing the components of
the Riemann curvature tensor with respect to some coordinate chart.

Given a tangent basis {ei}ni=1, the components of the curvature tensor
are given by

Rm(ei, ej)ek = ∇j(∇iek)−∇i(∇jek)−∇[ej ,ei]ek

= ∇j(Γikpep)−∇i(Γjkpep)− Cjip∇epek
= ejΓik

pep + Γik
p∇jep − eiΓjkpep − Γjk

p∇iep − CjipΓpkqeq
= ejΓik

pep + Γik
pΓjp

qeq − eiΓjkpep − Γjk
pΓip

qeq − CjipΓpkqeq
= (ejΓik

p − eiΓjkp + Γik
qΓjq

p − Γjk
qΓiq

p − CjiqΓqkp) ep .

In particular, in a coordinate basis {∂i}ni=1,

Rmijk
l = ∂jΓik

l − ∂iΓjkl + Γik
qΓjq

l − Γjk
qΓiq

l .(17.1)

We say that (M, g) has constant sectional curvature if the sectional
curvature K : Λ2TM → R is a constant function. By Proposition 16.4, the
curvature tensor is then of the form

Rm(u, v)w = K(g(u,w)v − g(v, w)u)

where K is a constant.

17.1. Euclidean space. Equip Euclidean space Rn with its standard met-
ric 〈·, ·〉 by declaring the coordinate basis of the identity chart orthonormal.
By Theorem 14.9, the Levi-Civita connection D is given by

DuV = (uV i)∂i .

It then follows from (17.1) that Rn has constant sectional curvature K ≡ 0.
A space with constant vanishing sectional curvature is called locally flat.

The geodesics of D are the straight lines t 7→ p + tv and hence Rn is
geodesically complete.

The Jacobi equation is

∇2
tJ = 0 .

With respect to a parallel orthonormal frame {Ei}ni=1 along γ with En = γ′,
this becomes

(J i)′′ = 0 .

The solutions are

J i(t) = Ait+Bi .
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17.2. The sphere. Consider the sphere Snr + {z ∈ Rn+1 : |z| = r} of
radius r > 0 equipped with the pullback metric g = ι∗ 〈·, ·〉, where ι : Snr ↪→
Rn+1 is the inclusion map and 〈·, ·〉 the standard metric on Rn+1. Recall
that stereographic projection Φ : Snr \ {en+1} → Rn ∼= Rn × {0} ⊂ Rn+1

maps a point y ∈ Snr to the point of intersection Φ(y) of the line joining y
to en+1 with the plane Rn × {0}.

Writing y = (ŷ, yn+1), we find that

Φ(y) =
rŷ

r − yn+1

and

Φ−1(x) =
(
ŷ, yn+1

)
,

where

ŷ =
2r2x

r2 + |x|2
and yn+1 =

|x|2 − r2

|x|2 + r2
r .

Similar calculations as in Exercise 14.3 yield, with respect to the coordinate
basis determined by Φ,

gij =
4δij

(1 + |x|2/r2)2
.

The components of the Levi-Civita connection are then given by (14.2):

(17.2) Γij
k = gklΓijl =

−2

|x|2 + r2

(
xiδjk + xjδik − xkδij

)
.

We can then compute, for instance,

∂kΓij
l =

4

(|x|2 + r2)2

(
xkxiδjl + xkxjδil − xkxlδij

)
− 2

|x|2 + r2
(δikδjl + δjkδil − δklδij)
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and hence

Rmkij
l = ∂iΓkj

l − ∂kΓij l + Γkj
pΓip

l − Γij
pΓkp

l

=
4

(|x|2 + r2)2

(
xixjδkl − xkxjδil − xixlδkj + xkxlδij

)
+

4

|x|2 + r2
(δkjδil − δijδkl)

+
4

(|x|2 + r2)2

(
xkδjp + xjδkp − xpδkj

)(
xiδpl + xpδil − xlδip

)
− 4

(|x|2 + r2)2

(
xiδjp + xjδip − xpδij

) (
xkδpl + xpδkl − xlδkp

)
=

4

|x|2 + r2
(δkjδil − δijδkl)−

4|x|2

(|x|2 + r2)2
(δkjδil − δijδkl)

=
4r−2

(1 + |x|2/r2)2
(δkjδil − δijδkl) .

Thus,

Rmkijl = glp Rmkij
p =

1

r2
(gilgjk − gijgkl) .

We conclude that the curvature operator of Snr is a constant multiple of the
metric,

Rm(A,B) =
1

r2
g(A,B) ,

where we recall from Exercise 16.3 that the metric on two-planes is defined
by

g(A,B) = AijBkl(gikgjl − gilgjk) .

In particular, Sn has constant sectional curvature:

(17.3) K(A) +
Rm(A,A)

g(A,A)
≡ 1

r2
.

By (17.2), the geodesic equation is

(γk)′′ =
2

|γ|2 + r2
(γi)′(γj)′

(
γiδjk + γjδik − γkδij

)
=

2

|γ|2 + r2

(
2(γ′ · γ)(γk)′ − γk|γ′|2

)
=

2

|γ|2 + r2

(
(|γ|2)′(γk)′ − γk|γ′|2

)
,(17.4)

where · and | · | are the standard dot product and norm on Rn in the coor-
dinate variables.
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We claim that the solutions are the great circles17. Indeed, given y ∈
Sn and a unit tangent vector v ∈ TySn, the great circle through y in the
direction v is

γ(t) + cos(t/r)y + r sin(t/r)v .

Observe that

|γ|Rn+1 ≡ r
and

(γ(0), γ′(0)) = (y, v) .

So, by uniqueness of solutions, it suffices to show that each γ is a solution.
The image of γ under Φ is

Φ(γ) =
r(cos(t/r)ŷ + r sin(t/r)v̂)

r − (cos(t/r)yn+1 + r sin(t/r)vn+1)
.

The situation is simplified when y is the south pole, −ren+1, for in that case
ŷ = vn+1 = 0, and hence

Φ(γ) =
r sin(t/r)

1 + cos(t/r)
v .

If v = e1, say, then γk = 0 for k = 2, . . . , n (which clearly solve (17.4)),
while

γ1 =
r sin(t/r)

1 + cos(t/r)
.

We leave it as an exercise to check that γ1 also solves (17.4). The general
case follows, since rotations are isometries of Sn (another exercise) and for
every y ∈ Snr and every v ⊥ y, there is a rotation of Rn+1 which maps the
pair (−en+1, e1) to (y, v).

By (17.3), the Jacobi equation becomes

∇2
tJ + r−2J⊥ = 0 ,

where J⊥ is the projection of J onto {γ′}⊥. With respect to a parallel
orthonormal frame {Ei}ni=1 along γ with En = γ′, this becomes

(J i)′′ + r−2J i = 0

for i = 1, . . . , n− 1, and

(Jn)′′ = 0 .

The solutions are

J i(t) =

{
At+B if i = n

Ai cos(t/r) +Bi sin(t/r) if i < n .

17Indeed, we have already seen this in Example 11.8 by different means.
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17.3. Hyperbolic space. By similar calculations using the hyperbolic
stereographic projection, we find that the hyperbolic space Hn

r + {z ∈
Rn,1 : b(z, z) = −r2} of radius r > 0 ( equipped with its pullback metric)
has constant sectional curvature K ≡ −r−2.

The Jacobi equation then becomes

∇2
tJ − r−2J⊥ = 0 ,

where J⊥ is the projection of J onto {γ′}⊥. With respect to a parallel
orthonormal frame {Ei}ni=1 along γ with En = γ′, this becomes

(J i)′′ − r−2J i = 0

for i = 1, . . . , n− 1, and

(Jn)′′ = 0 .

The solutions are

J i(t) =

{
At+B if i = n

Ai cosh(t/r) +Bi sinh(t/r) if i < n .

Exercises.

Exercise 17.1. Given r > 0, set

f(t) +
r sin (t/r)

1− cos (t/r)
.

Show that

f ′′ +
2f(f ′)2

f2 + r2
= 0 .

Exercise 17.2. Denote by Φ : Sn \ {ren+1} → Rn the stereographic projec-
tion map and consider the geodesic

γ(t) + −r cos(t/r)en+1 + r sin(t/r)e1 .

(a) Show that

1

1 + cos(t/r)
∂iΦ

−1|γ(t) =

{
cos(t/r)e1 + sin(t/r)en+1 if i = 1

ei if i 6= 1 .

(b) Show that the general solution to the system

dEk

dt
= −Eidγ

j

dt
(Γij

k ◦ γ)

is given by

Ek(t) =
2Ek(0)

1 + cos(t/r)
.
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(c) Deduce that the parallel orthonormal frame {Ei(t)}ni=1 for Tγ(t)S
n ↪→

Tγ(t)Rn+1 along γ with initial conditions Ei(0) = ei for i = 1, . . . , n
is given by

Ei(t) +

{
cos(t/r)e1 + sin(t/r)en+1 if i = 1

ei if i 6= 1 .

Exercise 17.3. Two Riemannian metrics g and g on a differentiable mani-
fold M are conformally equivalent if there exists a smooth function u on
M such that

g = e2ug .

Show that the scalar curvature R with respect to g is given by

e−2u R = R− 2(n− 1)∆u− (n− 1)(n− 2)| gradu|2 ,
where R is the scalar curvature of g and n is the dimension of M .

130



18. RIEMANNIAN SUBMANIFOLDS

18. Riemannian submanifolds

Let M be an n-dimensional smooth manifold, N an (n + k)-dimensional
smooth manifold and X : M → N a smooth immersion; that is, a smooth
map whose derivative dX : TM → TN is everywhere injective. By the
implicit function theorem, X is locally a diffeomorphism onto its image:
about any point p ∈ Mn we can find a neighbourhood U ⊂ Mn such that
U + X(U) is a smooth n-dimensional submanifold of N and X|U : U → U
is a diffeomorphism. For an embedded submanifoldM⊂ N , we can take X
to be the inclusion map, in which case its derivative dXp is the inclusion of
TpM into TpN for each p. In what follows, it is useful to keep this case in
mind.

Recall that the pullback bundle X∗TN is the vector bundle obtained by
equipping the set

X∗TN + {(p, v) ∈M × TN : X(p) = π(v)}

with the submanifold differentiable structure and the the obvious projection
(p, v) 7→ p. Define the pullback X∗V of V ∈ Γ(TN) by

X∗Vp + (p, VX(p)).

Pullbacks of sections V of TN are sections of X∗TN ; however, in general,
not every section of X∗TN is of this form. For example, given V ∈ Γ(TM)
the vector field dX(V ) defined by

dX(V )p + (X(p), dXp(Vp))

is not, in general, globally of the form X∗Ṽ for some Ṽ ∈ Γ(TN) (consider
what happens at points where X has self-intersections). On the other hand,
when X is an embedding, the map

(p, v) 7→ v

is a bundle isomorphism from X∗TN to TN , and it follows that every section
is a pulled-back section in this case. Moreover, fo general immersions X,
every section of X∗TN coincides locally with a pulled-back section of TN .

When X is an embedding, the map (p, u) 7→ (X(p), dXp(u)) is an em-
bedding of TM into TN . More generally, dX induces an embedding of TM
into X∗TN via

(p, u) 7→ (p, dX(u)) .

Abusing notation, we denote this vector subbundle of X∗TN (equipped with
the obvious projection) by dX(TM) and conflate the embedding map with
dX.
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If N is equipped with a (pseudo-)Riemannian metric 〈·, ·〉, then we define
the pullback metric X∗〈·, ·〉 on X∗TN by

X∗〈(p, u), (p, v)〉 + 〈u, v〉 .

The normal space to M at p ∈M is the orthogonal compliment

NpM + {ν ∈ TX(p)N : 〈u, ν〉 = 0 for all u ∈ dXp(TpM)}

of dXp(TpM) in TX(p)N . When X is an embedding, the normal bundle

NM +
⊔
p∈M

NpM ,

equipped with the obvious projection, is a vector subbundle of TN , and

TN = dX(TM)⊕NM .

More generally, we define the normal bundle by equipping

NM + {ν ∈ X∗TN : X〈u, ν〉 = 0 for all u ∈ dX(TM)π(ν)}

with the submanifold structure18 and the induced projection. Then

X∗TN = dX(TM)⊕NM .

We can also equip TM with a (pseudo-)Riemannian metric g: given
u, v ∈ TpM , set

gp(u, v) + 〈dXp(u), dXp(v)〉X(p) .

If N is equipped with a connection D, then the pullback connection
XD : TM × Γ(X∗TN)→ X∗TN defines a connection on X∗TN via

XDuX
∗V + (π(u), DdX(u)V )

for any u ∈ TM and V ∈ Γ(TN). Note that XD is well-defined since every
section of X∗TN coincides locally with a pulled-back section of TN .

If V ∈ Γ(TM), then we define ∇uV by

dX(∇uV ) +
(
XDuX

∗Ṽ
)>

=
(
DdX(u)Ṽ

)>
,

where Ṽ is any vector field on N which is locally X-related to V near π(u);

that is, ṼX(p) = dXp(Vp) for p in a neighbourhood of π(u). We can also

define a connection ∇⊥ : TM ×Γ(NM)→ NM on the normal bundle NM
via

∇⊥uN + (XDuN)⊥.

It is a straightforward exercise to check that ∇ and ∇⊥ define connections
on TM and NM , respectively. Indeed, if D is the Levi-Civita connection of
〈·, ·〉, then ∇ is the Levi-Civita connection of g.

18That NM is a submanifold follows from the implicit function theorem (surjective version).
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Proposition 18.1. Let (N, 〈·, ·〉) be a Riemannian manifold equipped with
its Levi-Civita connection and let X : M → N be an immersion. If g and ∇
are the induced metric and connection, then ∇ is the Levi-Civita connection
of g.

Proof. We need to check that ∇ is symmetric and g-compatible. Given
vector fields U, V,W on M with Up = u, Vp = v and Wp = w, choose

vector fields Ũ , Ṽ and W̃ on N such that dX(U) = Ũ , dX(V ) = Ṽ and

dX(W ) = W̃ on a neighbourhood of p. Then, by Proposition 7.6,

dXp(∇uV −∇vU) = (DŨ Ṽ −DṼ Ũ)|X(p)

= [Ũ , Ṽ ]X(p)

= dXp[U, V ]p .

Similarly,

ug(V,W ) = u
(〈
Ṽ , W̃

〉
◦X

)
= dX(u)

〈
Ṽ , W̃

〉
=
〈
DdX(u)Ṽ , W̃X(p)

〉
+
〈
ṼX(p), DdX(u)W̃

〉
= g(∇uV,w) + g(v,∇uW ) . �

The normal (tangential) component of XD acting on tangent (normal)
vector fields induces a normal bundle valued symmetric bilinear form on
TM (a conormal bundle valued self-adjoint endomorphism of TM).

Proposition 18.2. There are tensor-fields

A ∈ Γ(T ∗M ⊗ T ∗M ⊗NM) ∼= Hom(Γ(TM),Γ(TM); Γ(NM))

and

W ∈ Γ(T ∗M ⊗ TM ⊗N∗M) ∼= Hom(Γ(NM),Γ(TM); Γ(TM))

such that

(1) A(u, v) =
(
XDu [dX(V )]

)⊥
,

(2) dX
(

Wν(u)
)

= (XDuN)>,

(3) A(u, v) = A(v, u), and

(4) Aν(u, v) = g(Wν(u), v)

for any u, v ∈ TpM and ν ∈ NpM , any extension V ∈ Γ(TM) of v, and any
N ∈ Γ(NM) such that Np = ν, where

Aν(u, v) + −〈A(u, v), ν〉 .
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Proof. To prove the first claim, it suffices to check that the map

V 7→
(
XDu [dX(V )]

)⊥
is C(M)-linear. Given V ∈ Γ(TM) and f ∈ C(M),(

XDu [dX(fV )]
)⊥

=
(
XDu [f dX(V )]

)⊥
=
(
ufdXp(Vp) + f XDu [dX(V )]

)⊥
= f

(
XDu [dX(V )]

)⊥
since dX(V ) is tangential.

The second claim is proved similarly (see Exercise 18.1).

The third claim follows from the symmetry of D similarly as in Propo-
sition 18.1: given u, v ∈ TpM , extensions U, V ∈ Γ(TM), and vector fields

Ũ , Ṽ ∈ Γ(TN) X-related to U and V , respectively, near p, Proposition 7.6
yields

XDu

[
dX(V )

]
− XDv

[
dX(U)

]
= DŨX(p)

Ṽ −DṼX(p)
Ũ

= [Ũ , Ṽ ]X(p)

= dXp([U, V ]p) .

Taking the normal projection yields the claim.

To obtain the final claim, choose a vector field Ñ ∈ Γ(TN) which is

locally X-related to N in a neighbourhood of p. Then, since 〈Ṽ , Ñ〉 ≡ 0,

0 ≡ u
(〈
Ṽ , Ñ

〉
◦X

)
= dXp(u)

〈
Ṽ , Ñ

〉
=
〈
DdXp(u)Ṽ , ν

〉
+
〈
dXp(V ), DdXp(u)Ñ

〉
=
〈

(DdXp(u)Ṽ )⊥, ν
〉

+
〈
dXp(V ), (DdXp(u)Ñ)>

〉
= −Aν

p(u, v) + g(Wν
p(u), v) . �

The tensor field A in Lemma 18.2 is called the second fundamental
form of the immersion. The tensor field W is called the Weingarten
tensor.

Given u ∈ TM and V ∈ Γ(TM), resolving XDuṼ into tangential and
normal components yields the (first) Weingarten equation:

XDuṼ = dX(∇uV ) + A(u, v) .

Playing the same game with second derivatives (the curvature) yields
the Gauss–Codazzi equations: given u, v, w, z ∈ TpM , choose extension vec-

tor fields U, V,W,Z ∈ Γ(TM), respectively, and vector fields Ũ , Ṽ , W̃ , Z̃ ∈
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Γ(TN) which are X-related to U, V,W,Z, respectively, in a neighbourhood
of p. Then

DŨ (DṼ W̃ ) = DŨ

(
∇̃VW + A(V,W )

)
where ∇̃VW + (DṼ W̃ )> (which is X-related to ∇VW in a neighbourhood
of p). Since A(V,W ) is a normal vector field, we obtain

DdX(u)(DṼ W̃ ) = DdX(u)

(
∇̃VW + A(V,W )

)
= dX

(
∇u
(
∇̃VW

))
+ A(u,∇vW )

+ WA(v,w)(u) +∇⊥u (A(V,W )) .

The tangential terms yield the Gauss equation:(
XRm(u, v)w

)>
= dX

(
Rm>(u, v)w + WA(u,w)(v)−WA(v,w)(w)

)
,

where X Rm is the pullback of the curvature operator of XD and Rm> is the
curvature operator of ∇. Equivalently, using Proposition 18.2,

XRm(u, v, w, z) = Rm>(u, v, w, z) + g
(
A(u, z),A(v, w)

)
− g
(
A(u,w),A(v, z)

)
.

The normal terms yield the Codazzi–Mainardi equation:(
XRm(u, v)w

)⊥
= (∇v A)(u,w)− (∇u A)(v, w) ,

where the tensor ∇A is defined, as usual, by asserting the Leibniz rule:

∇u A(v, w) + ∇⊥u (A(V,W ))−A(∇uV,w)−A(v,∇uW ) .

Now consider a normal vector ν ∈ NpM , an extension N ∈ Γ(NM)

and a vector field Ñ ∈ Γ(TN) with X∗Ñ = N in a neighbourhood of p.
Resolving tangential and normal components of XDuN yields the (second)
Weingarten equation:

XDvN = ∇⊥v N + dX(Wν(v)) .

The second derivative is

DŨ (DṼ Ñ) = ∇⊥U
(
∇⊥VN

)
+ dX

(
W∇⊥V N (U)

)
+ dX

(
∇U (WN (V ))

)
+ A(U,WN (V )) .(18.1)

Resolving the normal components yields the Ricci equation(
XRm(u, v)ν

)⊥
= Rm⊥(u, v)ν + A(v,Wν(u))−A(u,Wν(v)) ,

where Rm⊥ is the curvature operator of ∇⊥. Equivalently,

XRm(u, v, ν, µ) = Rm⊥(u, v, ν, µ) + Aµ(u,Wν(v))−Aµ(v,Wν(u))

= Rm⊥(u, v, ν, µ) + g(Wµ(u),Wν(v))− g(Wµ(v),Wν(u)) .

135



AN INTRODUCTION TO RIEMANNIAN GEOMETRY

It turns out that the tangential components just produce the Codazzi equa-
tion again.

18.1. Exercises.

Exercise 18.1. Show that the map

N 7→WN (u) + (XDuN)>

for N ∈ Γ(NM), u ∈ TpM is C(M)-linear.

Exercise 18.2. Prove the Codazzi identity(
XRm(u, v)ν

)>
= (∇v W)ν(u)− (∇u W)ν(v)

by resolving the tangential components of (18.1), where

(∇u W)ν(v) + ∇u(WN (V ))−W∇⊥uN (v)−Wν(∇uV ) .

Exercise 18.3. Assume that X : Mn → (Nn+1, 〈·, ·〉) admits a global unit
normal field N . Prove that

XRm(u, v, w,Np) = (∇uA)(v, w)− (∇vA)(u,w) ,

where
A(u, v) + −〈A(u, v), Np〉

Exercise 18.4. Use the Gauss equation to compute the curvature tensor of

(1) the sphere,

Sn + {x ∈ Rn+1 : 〈x, x〉 = 1} .
(2) the hyperbolic space,

Hn + {x ∈ Rn,1 : η(x, x) = −1, η(x, e0) < 0} .
(3) the Clifford torus,

Cliffn + {(z1, . . . , zn) ∈ S2n−1 ⊂ Cn : |z1|2 = · · · = |zn|2 = 1
n} .
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19. First and second variations of arc-length

In this section, we study the variational properties of geodesics.

Definition 19.1. Let (M, g) be a Riemannian manifold and γ : [a, b]→M
a continuous curve. A variation of γ is a continuous map ω : [a, b] ×
(−ε0, ε0)→M such that ω(t, 0) = γ(t) for all t ∈ [a, b]. We say that ω

– is piecewise Ck if there are points a + a0 < a1 < · · · < al + b
such that ω[ai−1,ai]×(−ε0,ε0) is Ck for each i = 1, . . . , l. We refer to
the points {a1, . . . , al−1} as the singular points of ω.

– is a homotopy of γ or it has fixed endpoints if ω(a, ε) ≡ γ(a)
and ω(b, ε) ≡ γ(b) for all ε ∈ (−ε0, ε0).

– is a geodesic variation if t 7→ ω(t, ε) is a geodesic for all ε ∈
(−ε0, ε0).

Lemma 19.2 (First variation of arc-length). Let (M, g) be a Riemannian
manifold and γ : [a, b]→M a C2 curve parametrized by arc-length. Consider
a C2 variation ω : [a, b]× (−ε0, ε0)→M of γ and set J + ∂εω|ε=0. Then

d

dε

∣∣∣
ε=0

L(ω(·, ε)) = g(J, γ′)
∣∣b
a
−
∫ b

a
g(∇tγ′, J) dt .(19.1)

Proof.

d

dε

∣∣∣
ε=0

L(ω(·, ε)) =
d

dε

∣∣∣
ε=0

∫ b

a
|∂tω| dt

=

∫ b

a
g

(
∂tω

|∂tω|
,∇ε∂tω

)
dt

∣∣∣∣
ε=0

=

∫ b

a
g

(
∂tω

|∂tω|
,∇t∂εω

)
dt

∣∣∣∣
ε=0

(19.2)

=

[
g

(
∂tω

|∂tω|
, ∂εω

)∣∣∣∣b
a

−
∫ b

a
g

(
∇t

∂tω

|∂tω|
, ∂εω

)
dt

]∣∣∣∣∣
ε=0

= g(J, γ′)
∣∣b
a
−
∫ b

a
g(∇tγ′, J) dt . �

Corollary 19.3. A piecewise C2 path γ : [a, b] → M parametrized by arc-
length is geodesic if and only if

d

dε

∣∣∣
ε=0

L(ω(·, ε)) = 0

for every piecewise C2 homotopy ω.
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Proof. Let ω : [a, b]× (−ε0, ε0)→M be a piecewise C2 variation of γ with
singular points a = t0 < t1 < · · · < tk+1 = b. Then, by (19.1),

d

dε

∣∣∣
ε=0

L(ω(·, ε)) =

k∑
i=1

g(J,∆γ′)
∣∣ti
ti−1
−
∫ b

a
g(∇tγ′, J) dt ,(19.3)

where

∆γ′(t) + lim
s↘t

γ′(s)− lim
s↗t

γ′(s) .

The right hand side vanishes when is γ is a geodesic.

To prove the converse, suppose that the first variation vanishes for all
piecewise C2 variations ω of γ. In particular, given any any piecewise C1

vector field J along γ with J(a) = J(b) = 0, set

ω(t, ε) + exp εJ(t)(19.4)

for (t, ε) ∈ [a, b] × (−ε0, ε0) with ε0 sufficiently small that ±ε0J(t) ∈ TM
for all t ∈ [a, b]. Then

0 =
d

dε

∣∣∣
ε=0

L(ω(·, ε)) =

k∑
i=1

g(J,∆γ′)
∣∣ti
ti−1
−
∫ b

a
g(∇tγ′, J) dt .

Let a = t1 < · · · < tk = b be the discontinuities of ω′ and suppose there
exists t0 ∈ [a, b] \ {t1, . . . , tk} such that U0 + ∇tω′(t0) 6= 0. Extend U0 to a
parallel vector field U : (t0−δ, t0 +δ)→M such that (t0−δ, t0 +δ) ⊂ [a, b]\
{t1, . . . , tk}. By continuity, we can also assume that 〈U,∇tω′〉 > 0 so long as
δ is sufficiently small. Now pick a cut-off function ϕ ∈ C∞((t0 − δ, t0 + δ))
with ϕ(t0) = 1 and ϕ|(t0−δ,t0+δ)\(t0−δ/2,t0+δ/2) ≡ 0. But then, by (19.3) the
variation ωϕ : [a, b]× (−ε0, ε0)→M of γ given by

ωϕ(t, ε) + exp εϕ(t)U(t)

has negative first variation, a contradiction. We conclude that ∇tω′ = 0.
It then follows from (19.3) (which must hold for any piecewise continuous
vector field J by the formula (19.4)) that γ′ is continuous and hence, by
Theorem 7.1, γ is C∞. This completes the proof. �

So geodesics are critical points of the length functional. Note, however,
that they are not always (local) minima (consider the equator on a sphere:
any small perturbation in the direction of due north decreases its length).

The stability properties of geodesics can be analysed via the second
variation of arc-length.

Lemma 19.4 (Second variation of arc-length). Let γ : [a, b] → M be an
arc-length parametrized C2 curve in a Riemannian manifold (M, g). For
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any C3 variation ω : [a, b]× (−ε0, ε0)→M of γ,

d2

dε2

∣∣∣
ε=0

L(ω(·, ε)) = g(∇ε∂εω|ε=0, γ
′)
∣∣b
a

+

∫ b

a

[
|∇tJ |2 −R(γ′, J, γ′, J)

− g(∇tJ, γ′)2 − g(∇tγ′,∇ε∂εω|ε=0)
]
dt ,

where J + ∂εω|ε=0.

Proof. We continue from (19.2) in the computation of the first variation:

d2

dε2

∣∣∣
ε=0

L(ω(·, ε))

=
d

dε

∫ b

a
g

(
∂tω

|∂tω|
,∇t∂εω

)
dt

∣∣∣∣
ε=0

=

∫ b

a

[
g

(
∇ε

∂tω

|∂tω|
,∇t∂εω

)
+ g

(
∂tω

|∂tω|
,∇ε(∇t∂εω)

)]
dt

∣∣∣∣
ε=0

=

∫ b

a

[
g

(
∇t∂εω
|∂tω|

− g
(
∂tω

|∂tω|
,∇t∂εω

)
∂tω

|∂tω|2
,∇t∂εω

)
+ g

(
∂tω

|∂tω|
,∇t(∇ε∂εω) +R(∂tω, ∂εω)∂εω

)]
dt

∣∣∣∣
ε=0

= g(∇ε∂εω|ε=0, γ
′)
∣∣b
a

+

∫ b

a

[
|∇tJ |2 −R(γ′, J, γ′, J)

− g(∇tJ, γ′)2 − g(∇tγ′,∇ε∂εω|ε=0)
]
dt . �

Setting

J⊥ + J − g(J, γ′)γ′ ,

we find that

∇tJ⊥ + ∇tJ − g(∇tJ, γ′)γ′ = (∇tJ)⊥

and hence

|∇tJ⊥|2 = |∇tJ |2 − g(∇tJ, γ′)2 .

Corollary 19.5. If γ : [a, b]→M is an arc-length parametrised geodesic in
(M, g) and ω : [a, b]× (−ε, ε)→M any smooth variation of γ, then

d2

dε2

∣∣∣
ε=0

L(ω(·, ε)) = g(∇ε∂εω|ε=0, γ
′)
∣∣b
a

+

∫ b

a

[
|∇tJ⊥|2 −R(γ′, J⊥, γ′, J⊥)

]
dt .

In particular, if ω is a homotopy, then

d2

dε2

∣∣∣
ε=0

L(ω(·, ε)) =

∫ b

a

[
|∇tJ⊥|2 −R(γ′, J⊥, γ′, J⊥)

]
dt .
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Definition 19.6. Given a geodesic γ : [a, b]→ M , denote by Υk the linear
space of piecewise Ck vector fields along γ and by Υk

0 the subspace of U ∈ Υk

satisfying U(a) = U(b) = 0. The index form of γ is the symmetric bilinear
form I : Υk

0 ×Υk
0 → R defined by

I(U, V ) +
∫ b

a

[
g(∇tU,∇tV )−R(γ′, U, γ′, V )

]
.

Integrating by parts, we find, for U, V ∈ Υk+2
0 , k ≥ 0, that

I(U, V ) = −
∫ b

a
g
(
∇2
tU +R(γ′, U)γ′), V

)
dt

and, similarly,

I(U, V ) = −
∫ b

a
g
(
U,∇2

tV +R(γ′, V )γ′)
)
dt .

That is, the linear operator L : Γk+2(γ∗TM)→ Γk(γ∗TM) defined by

−LU + ∇2
tU +R(γ′, U)γ′

is self-adjoint with respect to the inner product

〈U, V 〉 +
∫ b

a
g(U, V ) dt

and satisfies

I(U, V ) = 〈LU, V 〉 .

Definition 19.7. A vector field J ∈ Υ1 satisfying

0 = −LJ + ∇2
tJ +R(γ′, J)γ′(19.5)

in the sense that

I(U, J) =

∫ b

a

[
g(∇tU,∇tJ) +R(γ′, U, γ′, J)

]
dt = 0

for all U ∈ Υ1
0 is called a Jacobi field along γ. The operator L is called

the Jacobi operator and equation (19.5) is called Jacobi’s equation. We
denote by J the set of all Jacobi fields along γ.

Theorem 19.8. Let (Mn, g) be a Riemannian manifold. Given a geodesic
γ : [a, b] → M , the set J of Jacobi fields along γ is an R-linear space of
dimension 2n. Indeed, given t0 ∈ [a, b] and u, v ∈ Tγ(t0)M there exists a
unique Jacobi field J along γ satisfying J(t0) = u and ∇tJ(t0) = v. In
particular, if J(t0) 6= 0 then

|J |2 + |∇tJ |2 > 0 in [a, b] .

Moreover, if J(t0) = 0 then either J ≡ 0 or there is a neighbourhood I of t0
in [a, b] such that |J(t)| > 0 for all t ∈ I \ {t0}.
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Proof. Let {ei}ni=1 be an orthonormal basis for Tγ(t0)M and let {Ei(t)}ni=1

be the parallel vector fields along γ satisfying Ei(t0) = ei. Then {Ei(t)}ni=1

is an orthonormal basis for Tγ(t)M for all t ∈ [a, b] and we can write

J(t) = J i(t)Ei(t) .

Set

Bij(t) + R(γ′, Ei, γ
′, Ej)(t) .

Note that Bij is symmetric for every t. Jacobi’s equation then reads

(Y k)′′ +

n∑
i=1

Y iBik = 0 .

The first claim now follows from the existence and uniqueness of solutions to
linear second order ode with prescribed initial data. The remaining claims
follow from uniqueness of solutions (in particular, the zero Jacobi field is the
unique Jacobi field along γ satisfying J(t0) = ∇tJ(t0) = 0). �

Lemma 19.9. Let (M, g) be a Riemannian manifold and γ : [a, b] → M a
geodesic. For every U, V ∈ J ,

g(∇tU, V )− g(U,∇tV ) is constant.

In particular, for any J ∈ J there are constants a, b ∈ R such that

g(J, γ′)(t) = at+ b

and hence J ⊥ + {J ∈ J : g(J, γ′) ≡ 0} is a linear subspace of J of
codimension 2.

Proof. Observe that

∂t (g(∇tU, V )− g(U,∇tV )) = g(∇2
tU, V )− g(U,∇2

tV )

= R(γ′, U, γ′, V )−R(γ′, V, γ′, U)

= 0 .

This proves the first claim. The second follows because γ′ ∈ J and hence,
by the first claim,

∂2
t g(J, γ′) = ∂tg(∇tJ, γ′) = ∂tg(J,∇tγ′) = 0 .

It follows that J ⊥ is the kernel of the linear map L : J ⊥ → R2 defined by

L(J) = (a, b) ,

where a and b are the constants satisfying g(J, γ′)(t) = at + b. This yields
the final claim. �
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Definition 19.10. Let (M, g) be a Riemannian manifold and γ : [a, b] →
M a geodesic. Given t0, t1 ∈ [a, b], the point γ(t1) is conjugate to γ(t0)
along γ if there exists a non identically zero Jacobi field J ∈ J such that
J(t0) = J(t1) = 0.

Note that such a Jacobi field is necessarily in J ⊥.

Proposition 19.11. Let (Mn, g) be a Riemannian manifold and γ : [a, b]→
M a geodesic. Given t0 ∈ (a, b], suppose that γ(t0) is not conjugate to
γ(a). Then for every u ∈ {γ′(t0)}⊥ there exists a unique J ∈ J ⊥ such that
J(a) = 0 and J(t0) = u.

Proof. Let J ⊥0 be the subspace of Jacobi fields J ∈ J ⊥ satisfying J(a) = 0.
That is, J ⊥0 is the kernel of the surjective linear map

J ⊥ → {γ′(a)}⊥

J 7→ J(a) .

In particular, dimJ ⊥0 = n− 1. The claim follows since, by assumption, the
kernel of the linear map

J ⊥0 → {γ′(t0)}⊥

J 7→ J(t0)

is trivial. �

Example 19.12. Let (Mn, g) be a Riemannian manifold and γ : [a, b] →
M a unit speed geodesic. Suppose that M has constant sectional curvature
K ≡ κ ∈ R along γ; that is,

R(γ′(t), u, γ′(t), u) = κ

for all unit vectors u ∈ {γ′(t)}⊥ for all t ∈ [a, b].

Then Jacobi’s equation becomes

∇2
tJ + κJ = 0 .

Since γ′ is parallel along γ we can choose a parallel orthonormal frame
{Ei}ni=1 along γ with En = γ′. Then, writing J = JkEk,

(J i)′′ + κJ i = 0 .

If J ∈ J ⊥, we conclude that

J(t) = Cκ(t)A(t) + Sκ(t)B(t) ,

where A(t) and B(t) are parallel vector fields along γ which are pointwise
orthogonal to γ′ and the functions Cκ and Sκ are the solutions of the ordinary
differential equation

ψ′′ + κψ = 0
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with respective initial conditions

(Cκ(t0), C ′κ(t0)) = (1, 0) and (Sκ(t0), S′κ(t0)) = (0, 1)

for some t0 ∈ [a, b]. More explicitly,

(19.6) Cκ(t) +


cos
√
κ(t− t0) if κ > 0

1 if κ = 0

cosh
√
−κ(t− t0) if κ < 0

and

(19.7) Sκ(t) +


1√
κ

sin
√
κ(t− t0) if κ > 0

t− t0 if κ = 0
1√
−κ sinh

√
−κ(t− t0) if κ < 0 .

In particular, if κ ≤ 0 then γ(t0) has no conjugate points along γ. On
the other hand, if κ > 0, then γ(t) is conjugate to γ(t0) along γ if and only
if t = t0 + lπ√

κ
for some integer l.

Theorem 19.13 (C. F. Jacobi (1836)). Let (Mn, g) be a Riemannian man-
ifold and γ : [a, b]→M a geodesic.

– If γ(a) has no conjugate points along γ(a,b] then the index form is

positive definite on Υ1
0.

– If γ(a) has no conjugate points along γ|(a,b), then the index form is

non-negative definite on Υ1
0 and I(U,U) = 0 if and only if U is a

Jacobi field satisfying J(a) = J(b) = 0 (that is, U ∈ J ⊥ ∩Υ1
0).

Proof. Let {Ji}n−1
i=1 be a basis for J ⊥0 (the space of orthogonal Jacobi fields

which vanish at a). Since γ(a) has no conjugate points along γ(a,b), the fields

{Ji}n−1
i=1 are pointwise linearly independent for every t ∈ (a, b). Thus, for

any U ∈ Υ1
0, we can write

U(t) = U j(t)Jj(t) .

We claim that

|∇tU |2 −R(γ′, U, γ′, U) = |(U i)′Ji|2 + ∂tg(U i∇tJi, U)

Indeed, (since Ji(a) = 0 for each i)

g(∇tJi, Jj)− g(Ji,∇tJj) ≡ 0
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for every i and j and hence

|∇tU |2 −R(γ′, U, γ′, U) = |(U i)′Ji|2 + 2(U i)′U jg(Ji,∇tJj)

+ U iU j
(
g(∇tJi,∇tJj)−R(γ′, Ji, γ

′, Jj)
)

= |(U i)′Ji|2 + (U iU j)′g(Ji,∇tJj)

+ U iU j
(
g(∇tJi,∇tJj) + g(∇2

tJi, Jj)
)

= |(U i)′Ji|2 + [g(U i∇tJi, U)]′ .

Thus,

I(U,U) = lim
ε↘0

∫ b−ε

a+ε

(
|∇tU |2 −R(γ′, U, γ′, U)

)
dt

= lim
ε↘0

(
U ig(∇tJi, U)

∣∣b−ε
a+ε

+

∫ b−ε

a+ε
|(U i)′Ji|2 dt

)
.

If U i is bounded on (a, b) for each i, then

I(U,U) = lim
ε↘0

∫ b−ε

a+ε
|(U i)′Ji|2 dt ≥ 0

with equality only if the coefficients U i are constant for each i, in which case
U ∈ J ⊥ ∩ Υ1

0. The claims follow. It remains to show that the coefficients
are bounded.

Set l = dim Υ0 ∩ J ⊥ and let {J1, . . . , Jl} be a basis for Υ0 ∩ J ⊥. Next,
set ei + ∇tJi(a) for each i = 1, . . . , l and extend {ei}li=1 to a basis {ei}n−1

i=1

for {γ′(a)}⊥. Finally, for each j = l + 1, . . . , n − 1, we let Jj be the Ja-
cobi field along γ with Jj(a) = 0 and ∇tJj(a) = ej . Since Ji(a) = 0 for

each i = 1, . . . , l, we find that {Jj(b)}n−1
j=l+1 and {∇tJj(b)}lj=1 are linearly

independent. We also have

{∇tJi(b)}li=1 ⊥ {Jj(b)}n−1
j=l+1

and hence {∇tJi(b)}li=1 ∪ {Jj(b)}
n−1
j=l+1 is a basis for {γ′(b)}⊥.

Next, we use Taylor’s Theorem to write, for any U ∈ Γ(γ∗TM),

τt,t0U(t) = U(t0) + (t− t0)
d

dt

∣∣∣
t=t0

τt,t0U(t) + o(t− t0)

= U(t0) + (t− t0)∇tU(t0) + o(t− t0) ,

where τt,t0 : Tγ(t)M → Tγ(t0)M denotes parallel translation along γ, and
hence

U(t) = τt0,t [U(t0) + (t− t0)∇tU(t0)] + o(t− t0) .(19.8)
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Given U ∈ Υ0, choose {ui}n−1
i=1 so that

∇tU(b) =

l∑
i=1

ui∇tJi(b) +

n−1∑
j=l+1

ujJj(b) .

Then, applying (19.8), we obtain for t ∈ [a, b] close to b

U(t) = (t− b)τb,t∇tU(b) + o(b− t)

= (t− b)τb,t

 l∑
i=1

ui∇tJi(b) +

n−1∑
j=l+1

ujJj(b)

+ o(b− t) .

Applying (19.8) again then yields

=

l∑
i=1

uiJi(t) + (t− b)
n−1∑
j=l+1

ujJj(t) + o(b− t) .

Taking t→ b, we conclude

lim
t↗b

U(t) =
l∑

j=1

ujJj(b) .

That is,

lim
t↗b

U i(t) =

{
ui for i = 1, . . . , l

0 for i = l + 1, . . . , n− 1 .

This completes the proof. �

Theorem 19.13 says that if γ : [0, b]→M is a unit speed geodesic with no
points in γ((0, b]) conjugate to γ(0) along γ, then γ is a strict local minimum
of the distance function among curves joining γ(0) and γ(b) in the sense that
∂ε|ε=0L(ω(·, ε)) = 0 and ∂2

ε |ε=0L(ω(·, ε)) > 0 for any homotopy ω of γ.

Theorem 19.14 (C. F. Jacobi (1836)). Let (M, g) be a Riemannian man-
ifold and γ : [a, b] → M a geodesic. Suppose that γ(t0) is conjugate to γ(a)
for some t0 ∈ (a, b). Then there exists U ∈ Υ0 such that I(U,U) < 0. Thus,
γ cannot minimize distance past t0.

Proof. Let J ∈ J ⊥ be a Jacobi field which vanishes at a and t0 and set

U(t) +

{
J(t) for t ∈ [a, t0]

0 for t ∈ (t0, b] .

Then U ∈ Υ1
0 and I(U,U) = 0. We will perturb U to a vector field Uλ along

γ satisfying I(Uλ, Uλ) < 0. Indeed, set V0 = −∇tJ(t0) and let V be the
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corresponding parallel vector field along γ. Now choose a smooth function
ϕ : [a, b]→ R satisfying ϕ(t0) = 1 and ϕ(a) = ϕ(b) = 0 and set

Uλ(t) + U(t) + λϕ(t)V (t) .

Then

I(Uλ, Uλ) = I(U,U) + 2λ I(U,ϕV ) +O(λ2)

= 2λ I(U,ϕV ) +O(λ2)

= 2λ

∫ b

a

[
g(∇tU,∇t(ϕV ))−R(γ′, U, γ′, ϕZ)

]
dt+O(λ2)

= 2λ

∫ t0

a

[
g(∇tJ,∇t(ϕV ))−R(γ′, J, γ′, ϕZ)

]
dt+O(λ2)

= 2λg(∇tJ, ϕV )
∣∣t0
a
− 2λ

∫ t0

a
g(∇2

tJ +R(γ′, J)γ′, ϕZ)dt+O(λ2)

= − 2λ|∇tJ(t0)|2 +O(λ2) .

For λ sufficiently small, this can be made negative. �

19.1. Exercises.

Exercise 19.1. Let (Mn, g) be a Riemannian manifold and γ : [0, b] →
M a geodesic with no points in γ((0, b]) conjugate to γ(0) along γ and let
ω : [0, b] × (−ε0, ε0) → M be a homotopy of γ. Show that there is some
ε1 ∈ (0, ε0) such that L(ω(·, ε)) > L(γ) for all ε ∈ (−ε1, ε1) \ {0}.

Theorem 19.14 says that any geodesic γ[a, b] → M which contains an
interior point conjugate to γ(a) admits small perturbations (with fixed end-
points) which decrease length, so that γ does not locally minimize L amongst
curves joining its endpoints.

Note that even a geodesic which locally minimizes the length between
its endpoints may not globally minimize this length: consider the cylinder
S1×R; the curves γz : t 7→ (eit, z) for fixed z locally minimize L on intervals
of length less than 2π, but do not globally minimize for intervals of length
greater than π. These curves do minimize L within their homotopy classes,
however. On the other hand, if we close up the ends of the cylinder at
z = ±L, L > 10, by smoothly attaching almost spherical caps, then the
curve γ0|[a,b] is homotopic to its “complement”, t 7→ γ0|[0,2π−(b−a)](2π+a−t),
and hence, for b−a ∈ (π, 2π), does not even minimize L within its homotopy
class.
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20. Elementary comparison theorems

Our next goal is to show, using the preliminary results of the previous sec-
tion, how control on the curvature of a Riemannian manifold implies control
on other geometric and topological aspects.

Our first result shows the intuitive notion that a positively curved man-
ifold must “close up” on itself.

Theorem 20.1 (O. Bonnet19 (1855), S. B. Myers (1941)). Let (Mn, g) be a
Riemannian manifold and γ : [0, b]→M a unit speed geodesic along which

Ric(γ′, γ′) ≥ (n− 1)κ

for some κ > 0. If b ≥ π√
κ

then γ((0, b]) contains a point conjugate to γ(0)

along γ.

In particular, if (M, g) is a complete Riemannian manifold of dimension
n ≥ 2 satisfying

Ric(u, u) ≥ (n− 1)κ|u|2 for all u ∈ TM
then M is compact and has diameter diam(M) ≤ π√

κ
.

Proof. Let {ei}ni=1 be a basis for γ(0) with en = γ′(0) and let {Ei}ni=1 be
the corresponding parallel frame along γ. Set, for each i = 1, . . . , n− 1,

Ui(t) + sin

(
πt

b

)
Ei(t) .

Then Ui ∈ Υ0 and

∇tUi(t) =
π

b
cos

(
πt

b

)
Ei(t)

and hence
n−1∑
i=1

I(Ui, Ui) =
n−1∑
i=1

∫ b

0

[
π2

b2
cos2

(
πt

b

)
−R(Ei, γ

′, Ei, γ
′) sin2

(
πt

b

)]
dt

=

∫ b

0

[
(n− 1)

π2

b2
cos2

(
πt

b

)
− Ric(γ′, γ′) sin2

(
πt

b

)]
dt

≤ (n− 1)

∫ b

0

[
π2

b2
cos2

(
πt

b

)
− κ sin2

(
πt

b

)]
dt

= (n− 1)
b

2

(
π2

b2
− κ
)
.

If b ≥ π√
κ

the right hand side is non-positive. The first claim now follows

from Theorem 19.13.

19The conclusions were proved first by Bonnet under the stronger assumption that the sec-
tional curvatures are bounded from below. The more general statement, in which only the Ricci
curvature is bounded from below, was shown by Myers.
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To prove the second claim, note that given any p, q ∈ M there exists
(by the completeness assumption) a unit speed geodesic γ : [0, b]→M such
that γ(0) = p, γ(b) = q and b = L(γ) = d(p, q). Since γ|(0,b] is a minimizing
geodesic, its index form is positive semidefinite, which implies

d(p, q) = b ≤ π√
κ
.

The second claim follows. �

Another simple consequence of Jacobi’s investigations is that negatively
curved manifolds must “open up” in the sense that they cannot have con-
jugate points.

Theorem 20.2 (J. Hadamard (1898), E. Cartan (1946)). Let (Mn, g) be
a Riemannian manifold. A unit speed geodesic γ : [0, b] → M in M along
which

K ≤ 0

Then contains no point conjugate to γ(0) in γ((0, b]). In particular, if M
is complete with nonpositive sectional curvature, then M has no conjugate
points.

Proof. Given U ∈ Υ0,

I(U,U) =

∫ b

0

[
|∇tU |2 −R(γ′, U, γ′, U)

]
dt ≥ 0 .

The claim now follows from Theorem 19.14. �

We note that this does not necessarily mean that all geodesic segments
are global minimizing (consider the flat torus).

The next result provides a more quantitative conclusion.

Theorem 20.3 (M. Morse (1930), I. J. Schönberg (1932)). Let (Mn, g) be
a Riemannian manifold and γ : [0, b]→M a unit speed geodesic in M along
which

K ≤ δ

for some δ > 0. If γ(b) is conjugate to γ(0) along γ then b ≥ π√
δ
.

Proof. By assumption, there exists a non-trivial Jacobi field J ∈ J ⊥ ∩Υ0

along γ. By Wirtinger’s inequality and the Cauchy–Schwarz inequality,

π2

b2

∫ b

0
|J |2 dt ≤

∫ b

0
|∇tJ |2 dt .
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Thus,

0 = I(J, J) =

∫ b

0

[
|∇tJ |2 −R(γ′, J, γ′, J)

]
dt

≥
∫ b

0

[
|∇tJ |2 − δ|J |2

]
dt

≥
(
π2

b2
− δ
)∫ b

0
|J |2 dt .

The claim follows. �

The following lemma allows us to compute the derivative of the expo-
nential map in terms of Jacobi fields.

Lemma 20.4. Let (Mn, g) be a Riemannian manifold of dimension n ≥ 2.
Given ξ + (p, u) ∈ TM and v ∈ TpM , let J ∈ J be the Jacobi field along
γξ(t) + expp tu satisfying

J(0) = 0 and ∇tJ(0) = v .

Then, identifying Ttu(TpM) ∼= TpM in the usual way,

(d expp)|tu(v) = t−1J(t)

for all t ∈ Iξ, the domain of γξ.

In particular, if (x1, . . . , xn) : U → Rn are exponential normal coordi-
nates about p with respect to an orthonormal basis {ei}ni=1 for TpM then

∂i|expp tu = t−1Ji(t) ,

where Ji ∈ J is the Jacobi field along t 7→ expp tu satisfying

Ji(0) = u and ∇tJi(0) = ei .

Proof. Let ω : Iξ × (−ε0, ε0)→M be the geodesic variation of γξ given by

ω(t, ε) + expp(t(u+ εv)) .

Then J(t) + ∂εω(t, 0) is the Jacobi field along γ satisfying J(0) = u and
∇tJ(0) = v (recall that the derivative of expp at the zero vector is the
identity map). Thus,

(Dtu expp)(tv) =
d

dε

∣∣∣
ε=0

expp(t(u+ εv)) =
d

dε

∣∣∣
ε=0

ω(t, ε) = J . �

Corollary 20.5. Let (Mn, g) be a Riemannian manifold of dimension n ≥
2. Given ξ + (p, u) ∈ TM , the null space of Du expp is isomorphic to the
subspace of Jacobi fields along the geodesic t 7→ expp tu which vanish at p
and expp u.

The Theorem of Hadamard and Cartan yields the following.
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Corollary 20.6 (J. Hadamard (1898), E. Cartan (1946)). If (M, g) is a
complete Riemannian manifold with non-positive sectional curvature, then
exp is of maximal rank on all of TM .

Corollary 20.7. Let (Mn, g) be a Riemannian manifold of constant sec-
tional curvature κ ∈ R. Given p ∈ M , let {ei}ni=1 be an orthonormal basis
for TpM . With respect to the corresponding exponential normal coordinates

ϕ : (x1, . . . , xn) 7→ expp x
kek,

gij(ϕ(x)) =
xixj

|x|2
+
S2
κ(|x|)
|x|2

(
δij −

xixj

|x|2

)
.

In geodesic polar coordinates ϕ : (r, ξ) 7→ expp rξ based at p ∈M ,

ϕ∗g
∣∣
(r,ξ)

= dr ⊗ dr
∣∣
(r,ξ)

+ S2
κ(r)gn−1(ξ)

where gn−1 is the standard metric on the unit sphere Sn−1 ⊂ TpM and Sκ
is the generalized sine function defined in (19.7).

In particular, any two Riemannian manifolds of the same dimension
n ≥ 2 and the same constant sectional curvature κ ∈ R are locally isometric.

Proof. By Lemma 20.4,

∂i
∣∣
expp x

kek
+ Dxkek

expp ei = |x|−1Ji(|x|) ,

where Ji is the Jacobi field along the geodesic t 7→ expp t
xkek
|x| satisfying

J(0) = 0 and ∇tJ(0) = ei. Solving Jacobi’s equation, we obtain

Ji(t) = (ait+ bi)γ
′(t) + Sκ(t)Ai(t) + Cκ(t)Bi(t) ,

where Ai and Bi are parallel vector fields along γ satisfying which are point-
wise orthogonal to γ′. The initial condition Ji(0) = 0 implies b = 0 and
B ≡ 0 and the initial condition ∇tJi(0) = ei implies

(
ai
xk

|x|
+Ai

k

)
ek = ei

=⇒ ai =
xi

|x|
and Aki = δik −

xixk

|x|2
.
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Thus,

gij(x) = g(∂i
∣∣
expp x

kek
, ∂j
∣∣
expp x

kek
)

= g

(
Ji(|x|)
|x|

,
Jj(|x|)
|x|

)
=
xixj

|x|2
+
S2
κ(|x|)
|x|2

δkl

(
δki −

xixk

|x|2

)(
δlj −

xjxl

|x|2

)
=
xixj

|x|2
+
S2
κ(|x|)
|x|2

(
δij −

xixj

|x|2

)
.

This proves the first claim. The second claim is proved similarly, making
use also of the Gauss Lemma (Lemma 15.1). �

The next two results (Rauch’s comparison theorems) allow us to con-
trol the lengths of Jacobi fields, and hence the “geodesic deviation” of our
Reimannian manifold. They are key tools in the proofs of the Hessian com-
parison theorem (Theorem 20.11) and Toponogov’s distance comparison the-
orem (Theorem 22.3) below.

Theorem 20.8 (H. E. Rauch (1951)). Let (Mn, g) be a Riemannian man-
ifold and γ : [0, b]→M a unit speed geodesic in M along which

K ≤ δ

for some δ ∈ R. Let J ∈ J ⊥ be a Jacobi field along γ. Then

|J |′′ + δ|J | ≥ 0 on (0, b] .

Let ψ ∈ C∞([0, b]) be the solution of

ψ′′ + δψ = 0 , ψ(0) = |J |(0) , ψ′(0) = |J |′(0) .

If ψ is non-zero on (0, b) then(
|J |
ψ

)′
≥ 0 and

|J |
ψ
≥ 1 on (0, b) .

Moreover,
(
|J |
ψ

)′
reaches zero at some point t0 ∈ (0, b) if and only if R(γ′, J)γ′ ≡

δJ in [0, t0] and there exists a parallel unit vector field E along γ for which

J(t) = ψ(t)E(t) on [0, t0] .

Proof. To prove the first claim, we calculate

|J |′ = g

(
∇tJ,

J

|J |

)
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and, using the Cauchy–Schwarz inequality,

|J |′′ = g

(
∇t∇tJ,

J

|J |

)
+ g

(
∇tJ,

∇tJ
|J |
− 1

|J |2
g

(
∇tJ,

J

|J |

))
= − 1

|J |
R(γ′, J, γ′, J) +

|∇tJ |2

|J |
− 1

|J |3
g (∇tJ, J)2

≥ − δ|J |+ 1

|J |3
(
|∇tJ |2|J |2 − g (∇tJ, J)2

)
≥ − δ|J | .(20.1)

Next, consider

F + ψ2

(
|J |
ψ

)′
= |J |′ψ − |J |ψ′ .

Then

F ′ = |J |′′ψ − |J |ψ′′ ≥ 0 .

That is, F is monotone non-decreasing. Since F (0) = 0, we conclude that
F ≥ 0 in (0, b]. Indeed, if F (t0) = 0 for some t0 ∈ (0, b) then F ≡ 0, and
hence |J | ≡ ψ, in [0, t0]. Set E + J/|J | so that J = ψE. Then

∇tJ = ψ′E + ψ∇tE .

We claim that ∇tJ = ψ′E and hence ∇tE = 0. Indeed, since equality is
attained in (20.1), it must hold in the Cauchy–Schwarz inequality, and hence
∇tJ and J = ψE are linearly dependent. But ∇tE is orthogonal to E since
the latter is of unit length. This implies the claim. �

Theorem 20.9 (H. E. Rauch (1951)). Let (Mn, g) be a Riemannian man-
ifold and γ : [0, b]→M a unit speed geodesic in M along which

K ≥ κ

for some κ ∈ R. Suppose that γ((0, b)) contains no points conjugate to γ(0)
along γ. Let J ∈ J be a Jacobi field along γ satisfying J(0) = 0. Then

|J |′

|J |
≤ Cκ
Sκ

on (0, b)

and hence (
|J |
Sκ

)′
≤ 0 and

|J |
Sκ
≤ |∇tJ |(0) on (0, b) .

Moreover,
(
|J |
Sκ

)′
reaches zero at t0 ∈ (0, b) if and only if R(γ′, J)γ′ ≡ κJ in

[0, t0] and there exists a parallel unit vector field E along γ for which

J(t) = Sκ(t)E(t) on [0, t0] .
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Proof. First note that Sκ > 0 on (0, b) since the Bonnet–Myers Theorem
(Theorem 20.1) implies b ≤ π√

κ
.

Fix t ∈ (0, b). Then the index form of γ|[0,t] is positive definite on Υ0.
Let J be a Jacobi field along γ satisfying J(0) = 0 and let U be any piecewise
C1 vector field along γ which satisfies U(0) = 0 and U(t) = J(t). Then

It(J, U) +
∫ t

0

[
g(∇tJ,∇tU)−R(γ′, J, γ′, U)

]
dt

=

∫ t

0
∂tg(∇tJ, U) dt = g(∇tJ, U)(t) .

and similarly,

It(J, J) = g(∇tJ, J)(t)

so that

0 ≤ It(J − U, J − U) = It(J, J)− 2Ii(J, U) + It(U,U)

= It(U,U)− g(∇tJ, J)(t) .

Now set

U(s) +
Sκ(s)

Sκ(t)
E(s)

for all s ∈ [0, t], where E is the parallel vector field along γ satisfying E(t) =
J(t).

g(∇tJ, J)(t) ≤
∫ t

0

[
|∇tU |2 −R(γ′, U, γ′, U)

]
ds

≤
∫ t

0

[
|∇tU |2 − κ|U |2

]
ds

=

∫ t

0

[
|∇tU |2 − κ|U |2

]
ds

=
|J(t)|2

S2
κ(t)

∫ t

0

(
C2
κ(s)− κS2

κ(s)
)
ds = |J(t)|2Cκ(t)

Sκ(t)
.

We conclude that
|J |′

|J |
≤ Cκ
Sκ

on (0, b) .

The remaining claims follow as in Theorem 20.8. �

Our first consequence of the Rauch comparison theorems is an estimate
for the derivative of the exponential map, and hence the metric in exponen-
tial normal coordinates.
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Corollary 20.10. Let (Mn, g) be a Riemannian manifold. Given ξ =
(p, u) ∈ TM , let γξ : Iξ → M be the geodesic satisfying γξ(0) = p and
γ′ξ(0) = 0. That is,γξ(t) + expp tu. Suppose that

κ ≤ K ≤ δ

along γξ and that γξ has no points conjugate to p along γ|(0,t]. Then

Sδ(t)

t
≤
|Dtu expp(v)|

|v|
≤ Sκ(t)

t

for all v ∈ {u}⊥.

Thus, in exponential normal coordinates ϕ : (x1, . . . , xn) 7→ expp x
kek

based at p ∈M ,

Sδ(|x|)
|x|

δij ≤ gij(ϕ(x)) ≤ Sκ(|x|)
|x|

δij .

Note that the estimates in the corollary are sharp (in two different ways):
First, equality clearly holds on the spaces of constant sectional curvature
and, second, equality is attained when t → 0 since Sκ(r)/r → 1 as r → 0
and, by Theorem 12.5 all the way back in Section 12, the derivative of the
exponential map at the zero vector is the identity.

Proof of Corollary 20.10. Let J be the Jacobi field along γξ satisfying
J(0) = 0 and ∇tJ(0) = v. Then

|J |′ = g

(
∇tJ,

J

|J |

)
= g

(
∇tJ,

t−1J

t−1|J |

)
.

Taking t↘ 0 yields

|J |′(0) = |v| .

Now combine Lemma 20.4 with Theorems 20.8 and 20.9. �

Theorem 20.11 (Hessian Comparison Theorem (local version)). Let (Mn, g)
be a complete Riemannian manifold and let (r, ξ) : U → R+×Sn be geodesic
polar coordinates defined near p ∈ U ⊂M . Then, for any q ∈ U ,

grad r|q = γ′(r(q)) and
Hess r|q(u, u)

g(u, u)
=
|J |′

|J |
(r(q)) ,

where J is the Jacobi field along the geodesic

γ : [0, r(q)]→M

t 7→ expp tξ(q)

satisfying

J(0) = 0 and J(r(q)) = u⊥ .
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In particular, if the sectional curvatures of (Mn, g) are bounded by

κ ≤ K ≤ δ
for some constants κ, δ ∈ R then

Cδ(r)

Sδ(r)
g⊥ ≤ Hess r ≤ Cκ(r)

Sκ(r)
g⊥ ,

where g⊥ + g|{grad r}⊥.

Proof. Fix q ∈ U and let γξq : [0, rq]→ U be the unique unit speed geodesic
joining p = γξq(0) and q = γξq(rq), where rq + r(q) and ξq + ξ(q). Consider
a geodesic variation ω(t, ε) + expp t(ξq + εη). Then the Jacobi field J(t) +
∂εω(t, 0) satisfies

J(0) = 0 and J(rq) = Dξq expp η + u .

Thus, by the first variation formula (Lemma 19.2),

g(grad r|q, u) =
d

dε

∣∣∣
ε=0

r(ω(rq, ε)) = g(u, γ′(rq)) .(20.2)

Since, by assumption, expp is a diffeomorphism on exp−1
p (U), we can arrange

that J(rq) = u for any u ∈ TqM we like. Thus, (20.2) holds for any u ∈ TqM
and we deduce that

grad r|q = γ′(rq) .

In particular,
∇grad r grad r = 0 .

So assume that u ∈ {grad r|q}⊥. Then, applying the second variation
formula (Corollary 19.5), we obtain

Hess r|q(u, u) + g(∇ε∂εω|(rq ,0), grad r|q)

=
d2

dε2

∣∣∣
ε=0

r(ω(rq, ε))

= g(∇ε∂εω|(rq ,0), γ
′(rq)) + g(u,∇tJ(rq))

=⇒ Hess r|q(u, u)

g(u, u)
=

1

|J(rq)|2
g(J(rq),∇tJ(rq)) =

|J |′

|J |
(rq) .

The remaining claims then follow from the Rauch Theorems 20.8 and 20.9.
�
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21. The cut locus and the injectivity radius

Denote by

SM + {(p, u) ∈ TM : |u|p = 1}
the unit tangent bundle. Given ξ = (p, u) ∈ SM , consider the geodesic
γξ(t) + expp(tu). By Lemma 20.4, the point γξ(t) is conjugate to p along γξ
if and only if rank(d expp |tu) < n. So the conjugate locus of p ∈ M (the
set of points conjugate to p along geodesics emanating from p) coincides
with the image under expp of its critical points.

We have seen that a geodesic cannot minimize distance past its first
conjugate point; however, the possibility remains that it stops minimizing
distance at an earlier point. The set of points at which the geodesics ema-
nating from a point p ∈M cease minimizing distance is called the cut locus
of p.

Definition 21.1. Let (M, g) be a Riemannian manifold. Denote by SM +
{(p, u) ∈ TM : |u| = 1} the unit tangent bundle of M . The cut distance
is the function c : SM → R defined by

c(p, u) + sup{t > 0 : (p, tu) ∈ TM , d(p, expp tu) = t} .

The tangential cut locus of a point p ∈M is the set

Cp + {c(p, u)u : c(p, u) <∞ , |u| = 1} ∩ TM

The cut locus of a point p ∈M is the set

Cp + expp Cp .

We also define the sets

Dp + {tu : |u| = 1 , 0 ≤ t < c(p, u)} and Dp + expp Dp .

In the following, we will use the following basic properties of the cut
distance and cut locii.

Lemma 21.2. Let (M, g) be a connected Riemannian manifold. Given ξ =
(p, u) ∈ TM denote by γξ : Iξ →M the maximal geodesic through p = γξ(0)
in the direction u = γ′ξ(0).

(1) γξ minimizes distance between p and γξ(t) for all t < c(ξ) and for
no t > c(ξ).

(2) If t < c(ξ), then γξ is the unique minimizing geodesic joining p and
γξ(t).

Suppose now that (M, g) is complete.

(4) If c(ξ) <∞, and γξ(c(ξ)) is not conjugate to γξ(0), then there exists
at least two distinct minimizing geodesics joining p and γξ(c(ξ)).
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(5) If c(ξ) <∞, then c(−γ′ξ(c(ξ))) = c(ξ). Thus, q ∈ Cp if and only if
p ∈ Cq.

(6) If γξ minimizes the distance between p and γξ(t) for all t > 0, then
c(ξ) =∞.

(7) Dp is the largest starshaped open subset of TpM on which expp is
a diffeomorphism.

(8) Dp = M \ Cp.

Proof. (1) If γξ minimizes distance between γξ(0) and γξ(t0), then it min-
imizes distance between γξ(0) and γξ(t) for all t ∈ [0, t0]. (This fact, which
we have already seen, is a simple consequence of the triangle inequality).

(2) If ω is a minimizing geodesic joining p and γξ(t), then, by (1), the
concatenation ω∗γξ|[t,c(ξ)] of ω and γξ|[t,c(ξ)] has length L(ω)+L(γξ|[t,cξ(p)]) =

d(p, γξ(t)) + d(γξ(t), cξ(p)) = d(p, cξ(p)). So ω ∗ γξ|[t,c(ξ)] is minimizing, and
hence, by Corollary 19.3, a (smooth) geodesic. In particular, the tangent
vectors to ω and γξ coincide at γξ(t), so we conclude that ω ∗ γξ|[t,c(ξ)] = γξ.

(3) Consider a strictly decreasing sequence of times tj ∈ Iξ with tj →
cξ(p) as j →∞. By the Hopf–Rinow Theorem (Theorem 15.4) we can find
a minimizing geodesic γηj joining p and γξ(tj). Since SpM is compact, some
subsequence of the sequence of vectors vj converges to a limit v ∈ SpM .
If v = u, then expp is not one-to-one in any neighbourhood of c(ξ)u, and
hence, by the contrapositive of the inverse function theorem, (d expp)|c(ξ)u
cannot have maximal rank, and hence, by Lemma 20.4, γξ(c(ξ)) is conjugate
to p along γξ. So, in fact, v 6= u, which implies the claim.

(4) This follows from (3).

(5) This follows from (1).

(6) This follows from (3) and Lemma 20.4.

(7) Due to the Hopf–Rinow theorem, every point q ∈M is reached by a
minimizing geodesic starting from p, with initial unit tangent u, say. Thus,
d(p, q) ≤ c(p, u). �

Proposition 21.3. Let (M, g) be a Riemannian manifold. If (M, g) is
complete then the cut distance c : SM → R is continuous.

Proof. Let ξk = (pk, uk) be a sequence of points in SM which converge to
ξ ∈ SM as k →∞ and set dk + c(ξk). We first prove upper semi-continuity.
That is,

lim sup
k→∞

dk ≤ c(ξ) .
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We first deal with the case lim supk→∞ dk =∞. Then for every T > 0 there
is some element dk of the sequence satisfying dk > T . By completeness,

lim
k→∞

γξk(T ) = γξ(T )

and hence

d(p, γξ(T )) = lim
k→∞

d(pk, γξk(T )) = T .

It follows that c(ξ) =∞.

If, instead, lim supk→∞ dk <∞ then the sequence is bounded and hence
has a convergent subsequence dk → d. Then, for any ε > 0,

d(p, γξ(d− ε)) = lim
k→∞

d(pk, γξk(dk − ε)) = lim
k→∞

(dk − ε) = d− ε .

The claim follows.

It remains to prove lower semi-continuity; i.e.

lim inf
k→∞

dk ≥ c(ξ) .

If lim infk→∞ dk = ∞, we are done. Otherwise, we pass to a convergent
subsequence dk → d + lim infk→∞ dk. Passing to a further subsequence, we
can assume (from part (3) of Lemma 21.2) that either

(i) γξk(dk) is conjugate to pk along γξk for all k or

(ii) there exists a sequence of unit vectors ηk = (pk, vk) ∈ SM with
ηk 6= ξk and γξk(dk) = γηk(dk) for all k.

Recalling Lemma 20.4, we find in the first case that Ddkuk exppk has non-
trivial kernel for each k. It follows that there is no neighbourhood of
(dξ, dξ) ∈ TM on which π×exp is a diffeomorphism. By the inverse function
theorem, Ddu expp must also have non-trivial kernel and we conclude that
γξ(d) is conjugate to p. Jacobi’s Theorem 19.14 and part (1) of Lemma 21.2
then imply that c(ξ) ≤ d.

We are left with case (ii). If in the limit ξ 6= η then we have two
distinct geodesics joining p with γξ(d). It follows that c(ξ) ≤ d: If not, for
sufficiently small ε > 0, the (non-smooth) curve which traverses γ1 from p
to γ1(d) and then γ2 to γ2(d + ε) would be length minimizing and hence a
geodesic, a contradiction. So suppose that ξ = η. Then we are again in the
situation that π × exp cannot be a diffeomorphism on any neighbourhood
of (dξ, dξ) ∈ TM . �

Definition 21.4. Let (M, g) be a Riemannian manifold. Given p ∈M , the
injectivity radius of p is

inj(p) + inf
u∈SpM

c(p, u) .
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The injectivity radius of M is

inj(M) + inf
p∈M

inj(p) .

Observe that inj(p) is positive for all p ∈M and hence inj(M) is always
non-negative.

Proposition 21.5. Let (M, g) be a complete Riemannian manifold. Then
the function p 7→ inj(p) is continuous.

Proof. The claim follows from compactness of SpM and continuity of the
cut distance. We leave the proof as an exercise. �

Lemma 21.6 (Klingenberg’s Lemma (1959)). Let (M, g) be a complete Rie-
mannian manifold. Given p ∈M , suppose that q ∈ Cp satisfies

d(p, Cp) = d(p, q) .

If q is not conjugate to p along a minimizing geodesic joining p to q then q
is the midpoint of a geodesic loop starting and ending at p.

In particular, if M is compact with sectional curvature satisfying

K ≤ δ
then

inj(M) ≥ min

{
π√
δ
,
`(M)

2

}
,

where `(M) is the length of the shortest simple closed geodesic in M .

Proof. By part (3) of Lemma 21.2, if q is not conjugate to p then there
exist two distinct unit speed geodesics γ1 and γ2 joining p and q and nei-
ther contain any points conjugate to p. Set L + d(p, q), let U1 and U2 be
neighbourhoods in SpM of γ′1(0) and γ′2(0) respectively and consider the
hypersurfaces

U1 + {expp Lu : u ∈ U1} and U2 + {expp Lu : u ∈ U2} .
Note that the vectors γ′1(L) and γ′2(L) are normal to U1 and U2 respectively.
If γ′1(L) 6= γ′2(L), then for sufficiently small ε > 0 the two hypersurfaces

U ε1 + {expp(L− ε)u : u ∈ U1} and U ε2 + {expp(L− ε)u : u ∈ U2}
intersect. This contradicts the assumption that q is the closest point of Cp
to p. This proves the first claim.

The second claim now follows from the Morse–Schöneberg Theorem,
which gives the lower bound π√

δ
for the distance between conjugate points.

�

Exercise 21.1. Prove Lemma 21.2.
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22. Distance comparison

The ultimate goal of this section is to prove the Toponogov distance com-
parison theorem, which can be thought of as an integrated or nonlinear
version of Rauch’s comparison theorems for Jacobi fields. The ideas trace
back to Alexandrov, who proved the theorem for convex surfaces. Topono-
gov’s proof was technical and contained some difficulties which were later
resolved by Gromov, Klingenberg and Meyer and since then further proofs
have arisen, notably Karcher’s proof using the Hessian comparison theorem,
in the following “global” version

Theorem 22.1 (Hessian Comparison Theorem (global version)). Let (Mn, g)
be a complete Riemannian manifold with sectional curvatures bounded by

K ≥ δ

for δ ∈ R. Given p ∈M , the distance function r(x) + d(p, x) satisfies

Hess r ≤ Cδ(r)

Sδ(r)
g⊥

in the sense of supports; that is, for each x ∈ M and each ε > 0 there
exists r > 0 and ψ ∈ C∞(Br(x)) satisfying

ψ(y) ≥ r(y) ∀ y ∈ Br(x) , ψ(x) = r(x)(22.1)

and

Hessψ ≤
(
Cδ(r)

Sδ(r)
+ o(1)

)
g⊥ at x

as ε→ 0.

Proof. Fix x ∈ M and a unit speed length minimizing geodesic γ joining
p and x. If r is smooth at x, the claim follows from the local version. So
suppose that this is not the case. We claim that, for ε sufficiently small, the
function

rε(y) + ε+ d(y, γ(ε))

supports r from above at x in the sense of (22.1). Indeed,

rε(x) = ε+ d(x, γ(ε)) = ε+ d(x, p)− ε = r(x)

and, by the triangle inequality,

r(y) = d(p, y) ≤ d(p, γ(ε)) + d(y, γ(ε)) = ε+ d(y, γ(ε)) = rε(y) .

We claim that rε is smooth at x for ε small. Indeed, suppose that this
is not the case. Then the point γ(ε) is a cut point of x and hence either
γ(ε) is a conjugate point of x or there are two distinct minimizing geodesics
joining γ(ε) and x. The second case cannot occur since the path from x to
p is minimizing. Thus, γ(ε) is a conjugate point of x. But this cannot occur
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either since γ is a minimizing geodesic from p to x and geodesics cannot be
minimizing past conjugate points.

Thus,

Hess rε|x ≤
Cδ(rε(x))

Sδ(rε(x))
g⊥x

=
Cδ(r(x)− ε)
Sδ(r(x)− ε)

g⊥x =

(
Cδ(r(x))

Sδ(r(x))
+ o(1)

)
g⊥x . �

Definition 22.2. Let (M, g) be a Riemannian manifold. A geodesic junc-
ture in (M, g) is a triple (γ1, γ2, α) consisting of unit speed, length minimiz-
ing geodesics γi : [0, bi]→M , i = 1, 2 which meet at γ1(0) = γ2(0) and their
opening angle α = arccos g(γ′1(0), γ′2(0)).

A geodesic triangle in (M, g) is a triple (γ1, γ2, γ3) consisting of unit
speed length minimizing geodesics γi : [0, bi]→ R satisfying

γi(bi) = γi+1(0)

where the indices are taken modulo 3. The points pi + γi+2(0) are called the
vertices and the geodesics γi the edges of (γ1, γ2, γ3). The corresponding
angles are denoted by αi + arccos g(γ′i(0)).

We denote by (Mn
κ, g) the n-dimensional model space of constant sec-

tional curvature κ. That is, the sphere Snκ of radius r = 1/
√
κ when κ > 0,

Euclidean space Rn when κ = 0 and the hyperbolic space Hn
κ of radius

r = 1/
√
−κ when κ < 0.

Theorem 22.3 (Distance comparison theorem, Toponogov (1959)). Let
(Mn, g) be a complete Riemannian manifold with sectional curvature sat-
isfying K ≥ δ and let (γ1, γ2, α) be a geodesic juncture in (Mn, g). Then

d(γ1(s), γ2(t)) ≤ d(γ1(s), γ2(t)) for all (s, t) ∈ [0, b1]× [0, b2]

for any geodesic juncture (γ1, γ2, α) in (Mn
κ, g).

Proof. Fix s0 ∈ (0, b], set p0 + γ1(s0) and p0 + γ1(s0) and, for convenience,
write γ + γ2. Consider the squared distance functions

ρ(t) + fκ(r(γ(t))) and ρ(t) + fκ(r(γ(t))) ,

where r and r are the distance functions to p0 and p0 respectively and the
function fκ is the antiderivative of Sκ satisfying fκ(0) = 0; that is,

fκ(r) +



1

κ

(
1− cos

√
κ r
)
if κ > 0

1

2
r2if κ = 0

1

κ

(
1− cosh

√
−κ r

)
if κ < 0 .
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Then, by the Hessian comparison theorem,

ρ′′ =
(
f ′′κ (r ◦ γ)dr|γ ⊗ dr|γ + f ′κ(r ◦ γ) Hess r|γ

)
(γ′, γ′)

≤ Cκ(r ◦ γ)
(
dr ⊗ dr + g⊥

)
|γ(γ′, γ′)

= Cκ(r ◦ γ)

if r is smooth at γ(t) (else, we need to replace r by the function rε as in
Theorem 22.1; we leave this technical detail as an exercise). Similarly,

ρ′′ = Cκ(r ◦ γ) .

It follows that
ψ′′ + κψ ≥ 0 ,

where ψ + ρ − ρ (in the sense of supports at points of γ where r is not
smooth). Noting that

ψ(0) = 0 and ψ′(0) = 0

the claim follows as in the proof of Theorem 20.9, at least when ψ is smooth.
We leave it as a (non-trivial) exercise to check that a similar argument can
be carried out when ψ is non-smooth. �

For completeness we mention, without proof, the following corollary.

Corollary 22.4 (Angle comparison Theorem, Toponogov (1959)). Let (Mn, g)
be a complete Riemannian manifold with sectional curvature satisfying K ≥
δ and let (γ1, γ2, γ3) be a geodesic triangle in (Mn, g) (with corresponding
angles αi) and (γ1, γ2, γ3) any geodesic triangle in Mn

κ (with corresponding
angles αi) satisfying L(γi) = L(γi) for each i. Then

αi ≥ αi
for each i.

Proof. This follows from a Riemannian analogue of the Cosine Rule. See,
for example, Peterson (2006). �
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23. Integration on Riemannian manifolds

Let Ω1 and Ω2 be domains in Euclidean space Rn and ϕ : Ω1 → Ω2 a C1

diffeomorphism. Given any f ∈ L1(Ω2), the change of variables law for the
Lebesgue measure asserts that∫

Ω1

(f ◦ ϕ)| detDϕ| dV =

∫
Ω2

f dV ,

where V is the Lebesgue measure.

Now let (Mn, g) be a Riemannian manifold and ϕ : U → Rn a chart for
M . For eaxh p ∈ U consider the matrix gϕ(x) with components

gϕ(p)ij + gij(p) = gp(∂
ϕ
i |p, ∂

ϕ
j |p) .

where ∂ϕi are the coordinate basis vectors corresponding to the chart ϕ; that
is, for any f ∈ C∞(M),

∂i|pf + Dϕ(p)(f ◦ ϕ−1)(ei) .

If ψ : V → Rn is a second chart with non-trivial intersection U ∩ V 6= ∅,
then

∂ψi |p = Dψ(p)(ϕ ◦ ψ−1)(∂ϕi |p) + Gp(∂
ϕ
i |p)

and hence

gψ = GT gϕG

from which we conclude √
det gψ = detG

√
det gϕ .

Thus, for any domain Ω ⊂ U , the integral∫
Ω
f dµ +

∫
ϕ(Ω)

(f
√

det gϕ) ◦ ϕ−1 dV

is well-defined. We can then extend this definition to arbitrary domains Ω ⊂
M by introducing a partition of unity. Indeed, choose an atlas {ϕα : Uα →
Rn , α ∈ A} and a subordinate partition of unity {ρα : Uα → [0, 1] : α ∈ A}
and set ∫

Ω
f dµ +

∑
α∈A

∫
ϕα(Ω∩Uα)

(f ρα
√

det gϕα) ◦ ϕ−1
α dV .

We refer to µ as the Riemannian measure of (M, g). It is clear that
a function f : M → R is µ-measurable if and only if f ◦ ϕ−1 is Lebesgue
measurable for any chart ϕ. We denote the set of µ-measurable functions
by L1(M).

On an oriented Riemannian manifold (Mn, g), we can use integration of
differential forms to define a notion of integration for functions by picking
out a special nowhere zero n-form, σ ∈ Ωn(M), and defining the value of
the integral of a function f as the value of the integral of the n-form fσ.
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Definition 23.1. Let (Mn, g) be an oriented Riemannian manifold. The
Riemannian volume form σ ∈ Ωn(M) is the n-form defined locally in
any chart ϕ : U → Rn by

σ + sign(ϕ)
√

det gϕ dx1 ∧ · · · ∧ dxn ,

where sign(ϕ) is equal to 1 if dx1 ∧ · · · ∧ dxn is positively oriented and −1
otherwise.

Then the corresponding integral of any function f ∈ L1(M) is well-
defined and ∫

fσ =

∫
f dµ .

We can now use Stokes’ theorem to generalize the divergence theorem
from multivariable calculus. Recall that the divergence divX of a vector
field X is defined by

divX + tr(∇X) .

We will need the following lemma:

Lemma 23.2. Let (M, g) be an oriented Riemannian manifold with volume
form σ and X ∈ Γ(TM) a vector field. Then

LXσ = (divX)σ .

Let (M, g) be an oriented Riemannian manifold with boundary with volume
form σ and X ∈ Γ(TM) a vector field. Then

ιXσ
∣∣
∂M

= g(X,N)τ ,

where τ is the induced volume form on ∂M and N is the inward pointing
unit normal field.

Proof. We will make use of the following identity for the Lie derivative of
a differential form:

Exercise 23.1. Given a differentiable manifold M , let ω ∈ Ωk(M) be a
k-form and X ∈ Γ(TM) a vector field on M . Then

LXω = dιXω + ιXdω

Hint: Check that the right hand side is a derivation on the exterior algebra
which distributes over the wedge product and agrees with the Lie derivative
on 0- and 1-forms.

In particular, since σ is an n-form,

LXσ = dιXσ
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Locally, we compute

LXσ = d
(
ιX
√

det gx dx1 ∧ · · · ∧ dxn
)

= d

 n∑
j=1

(−1)j−1Xj
√

det gx dx1 ∧ · · · ∧ d̂xj ∧ · · · ∧ dxn


=

 n∑
j=1

(−1)j−1d(Xj
√

det gx) ∧ dx1 ∧ · · · ∧ d̂xj ∧ · · · ∧ dxn


=

 n∑
j=1

∂(Xj
√

det gx)

∂xj
∧ dx1 ∧ · · · ∧ dxn


=

1√
det gx

n∑
j=1

∂(Xj
√

det gx)

∂xj
σ .

This proves the first claim by Exercise 23.2.

To prove the second, observe that

σ = ω1 ∧ · · · ∧ ωn

with respect to a local orthonormal basis {ωi}ni=1 for Ω1(M). At boundary
points, we can arrange that ω1 is dual to the inward normal vector N . Then,
at boundary points,

σ = ω1 ∧ τ

and hence

ιXσ = g(X,N)τ − ω1 ∧ ιXτ .

The second claim follows. �

Theorem 23.3 (Divergence Theorem). Let (M, g) be an oriented Riemann-
ian manifold with boundary. Then∫

M
divX dµ =

∫
∂M

g(X,N) dν ,

where N is the inward pointing normal to ∂M and dν the induced Riemann-
ian measure.

Proof. Using Lemma 23.2 and Cartan’s formula

LXω = dιXω + ιXdω
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for the Lie derivative of a k-form ω, we compute∫
M

divX dµ =

∫
M

(divX)σ =

∫
M
LXσ

=

∫
M

(dιXσ + ιXdσ)

=

∫
M
dιXσ

=

∫
∂M

ιXσ

=

∫
∂M

g(X,N)τ =

∫
∂M

g(X,N) dν . �

23.1. Exercises.

Exercise 23.2. Show that the divergence operator may be expressed as

divX + tr(∇X) =
1√

det gx

n∑
j=1

∂(Xj
√

det gx)

∂xj

within the chart x : U → Rn.
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