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D unitdisc, T =0DD
H? = H?(ID) the Hardy space
={f € Hol(D) : [ |f*"dA < oo} the Bergman space
={f € Hol(D) : [ |f'*dA < oo} the Dirichlet space

If H € Hol(Q), then
M(T0) = (M : 3 C 30 C B(30),

the algebra of multiplication operators on .



M € Lat(M., H) iff 2M C M

D c  H? crL?
——

Vn € N

YM € Lat(M,, 30), M # (0) IM, € Lat(M,, )

dimMezM =1 dmMoezM=n



M € Lat(M., H) iff 2M C M

D C  H? CPp

VM € Lat(M,, 5), M # (0)
dimMozM =1

du = dA[D + xqldz|,

1

cr?
~—~—

Vn e N
M, € Lat(M,, H)
dimMezM=n

I C oD



P(n) CL;

D C H? C
(-

VM, N € Lat(M,, H) 3 M, N € Lat(M., K)

M, N # (0) = MnN # (0) MNN = (0) and

M + Nis dense in H
Well-known for 2. Horowitz uses zero sets, applies to P?(p).

We'll see that it is interesting to have a refinement of this fact,
not based on zero sets.



H separable Hilbert space, T € B(H)
LatT = {M: TM C M}

(ISP) - invariant subspace problem
(HISP) hyperinvariant subspace problem

If T # Al then 3 M, M # (0), H such that SM C M for all S with
ST=TS?



TAP - The transitive algebra problem, (Kadison, 1957)

Definition: An algebra A C B(X) is called transitive, if
»leA
» A is SOT-closed
» Lat A ={(0), H}

Example: A = B(H)

Problem
(TAP) If A is transitive, then A = B(H)?



TAP - The transitive algebra problem, (Kadison, 1957)

Definition: An algebra A C B(X) is called transitive, if
»leA
» A is SOT-closed
» Lat A ={(0), H}

Example: A = B(H)

Problem

(TAP) If A is transitive, then A = B(H)?
(TAP) = (HISP)

A ={T} and suppose Lat A ={(0), 3}, then assuming (TAP)
A =B(H), hence T = Al



Known results on TAP

Theorem
If A is transitive, and if one of the following holds, then A = B(J).
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Known results on TAP

Theorem
If A is transitive, and if one of the following holds, then A = B(J).

» A=A" von Neumann algebra
» A contains a MASA (Arveson, 1967)
K € A, K # 0 compact

A contains a unilateral shift of finite multiplicity
multiplicity 1 -Arveson, 1967,

higher finite multiplicities - Nordgren, 1970

A contains the Dirichlet shift (M., D) (R, 1988)
M(H)C A-

the multiplier algebra for a space H CHol(Q) with
complete NP kernel.

(Cheng, Guo, Wang, 2010)

Actually, this is more general, it includes finite
multiplicities and restrictions to invariant subspaces.
It includes unilateral and Dirichlet shifts.
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Open Problem: If A is transitive and if B = (M, L2) € A, then
A=B(H)?

More generally: If 5 C Hol(Q) and if M(H) C A, then what
extra hypothesis is needed to imply A = B(¥H)?



Open Problem: If A is transitive and if B = (M, L2) € A, then
A=B(H)?

More generally: If 5 C Hol(Q) and if M(H) C A, then what
extra hypothesis is needed to imply A = B(¥H)?

The basic tool is Arveson’s Lemma, which uses invariant graph
subspaces.



Invariant graph subspaces

n>1
HM =—Hea..eH
AN —Ap . dA

M is an invariant graph subspace of A, IGS of A, if
» M is a closed subspace of F(")
> AWM C Mforall A€ A
» M={f,Tif,.. Tyaf):f €D}, Ti:D—=%H

i.e. M € Lat A" is determined by the 1st component

Note:
x=(f, Tof, o, Tuaf) €M
AWx = (Af, AT\f, ..., AT, _1f) € M
& Vi: AT; =T;A, ADC D

T; are the linear graph transformations of A



Examples

Example ( Multiplication by a meromorphic function)
f,g€H C Hol(Q) A=M(H)

[f1={ef : o € M(H)}
D={helfl:$helgl

Then {¢f : ¢ € M(H)} € D C [f]
T = Mj is a multiplication

M= {(h,%h) :h € D}is an IGS of M(H).



The main example

Let £,N € Lat(M,,L2) with £,N # (0) and £ NN = (0)
(such £ and N exist in Lﬁ, but notin D, HZ)
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@, € H* such that =5 € H*

xp
D=L+N T(f +8) = of +1g

M={(f+geof +Pg):fcL,geN}



The main example
Let £,N € Lat(M,,L2) with £,N # (0) and £ NN = (0)

@, € H* such that =5 € H*

xp
D=L+N T(f +8) = of +1g

M={(f+geof +Pg):fcL,geN}

M is closed:
fot+gn—u
Ofn + Vg — v = W—@)gn —>v—oueXN
©Ofn + @gn — Qu
v— Qu
=9y — eN
S

=f.—fel



Example (A = B(H))

If M is an IGS of B(H), then
» A DCDVAeEBH)=D=KH
» AT, =T:A VA € B(H) = T; = AL

Theorem (Arveson’s Lemma)
If

» A is transitive, and

» whenever M is an IGS for A, then T; = N,
then A = B(H)



Suppose H C Hol(Q)

Let M be an IGS for M(H), set

Ay ={A € B(H):AD C D, T}A = AT, V i}
= the largest subalgebra such that M is an IGS of A
Then
M(H) C A C Anm

An Ay # B(H) with LatAy = {(0), H} would be a
counterexample to TAP.



AM:{AEB(J’Q :AD C @,TiA:ATiVi}

LatAj - some obvious examples
—1
X = ((XO/ K1y eees o"n*l) S Cn Loc = (XOI + Z?:l O(‘iTi

Then L,A = AL, for all A € Ay, hence

kerLy, ranL, € LatAn

Easy fact: If T; = M,,, then

ran (Mo — @(A)) # H

Consequence: If Ay is transitive, then any T; thatis a
multiplication is T; = A,



Definition:

Ma ={(f(A), (T1f)(A), ..., (Tuaf)(A)) : f € D} C C"
= the fiber of M at A

fdM = sup dim M,
AEQ

= the fiber dimension of M
Proposition: If M is an IGS of M(H), then
fdM =1 < each T; is a multiplication.

Corollary: If each non-trivial IGS M of M(H) has fiber
dimension 1, then

if A is transitive and if M(H) C A, then A = B(XH).

Cheng, Guo, Wang: If 3 has an NP kernel, then fdM =1 VM.



Corollary:

Given M(H), then TFAE
» whenever A is transitive with M(H) C A, then A = B(XH).

» whenever M is an IGS of M(JH) with fdM > 1, then LatAj
is non-trivial.



LNAN=(0), M={(f+g of +Vg):feL,ge N}

1 1
sz{m)< (pm) +g()\)< wm) :feL,geN}
= dimMy=2 & A¢Z(L)UZN)

If dim M, < 2, say Ag € Z(£), then with p = (Ag)

(T—w(f+8) = (e —bA))f + (b —(Ao))g

=k, L ran (T — ), sincef(Ag) =0 Vf e L

= Ay is not transitive.



M=A{{f+gof +g):f € L,gEN}

Theorem 1: 3 £,N € Lat(M,,L2) such that
» LNN=(0)
» £+ Nis dense in L2
» Z(L) =Z(N) = 0.



M={(f+gof +Vg):f e L,geN}

Theorem 1: 3 £,N € Lat(M,,L2) such that
» LNN=(0)
» £+ Nis dense in L2
» Z(L) =Z(N) = 0.

Theorem 2: 3 £, N € Lat(M,,L2) and

3 @, € H*®, (plq) € H* such thatV o« € C"

kerLy, ranLy €{(0), H}.

Thus, Ay has no non-trivial invariant subspaces defined by the
linear graph transformations of M.



M={(f+gof +Vg):f e L,geN}

Note:

» many ¢, will work in Theorem 2

> If (¢(D)\ (D)) U (W (ID) \ ¢(ID)) # 0, then

Nor £ € LatAy



M={(f+gof +Vg):f e L,geN}

Note:
» many ¢, will work in Theorem 2

> If (¢(D)\ (D)) U (W (ID) \ ¢(ID)) # 0, then

Nor £ € LatAy

Theorem 3: 3 ¢, € H®, (p%lb € H*®
3 £,N € Lat(M,,L2) such that
LNN=(0)

» £ +Nis dense in L2

L, N are zero based

L,N ¢ LatAy

v

v
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Proof idea for Theorem 1

wy, >0,a, €D, w=23 w0, lul =3, wy

an+z

lul < oo, Sulz)=e" 2 Wng— singular inner

[S,] ¢ L2

Iy =[ISv]:0 < v < vl < oo}

u is admissable, if I,, # (0)



Thm 1: 3 i, w» admissable, u; + py not admissable, and
I, + I, is dense in L2

Thm (Horowitz, 1974)

Thm (Korenblum, 1990)
fe L% flby) =0, w, = 1_|bn}/ an = |g:|

= g(z) = H W converges and

n

I8fllz < IIfllez



vV = Zn wnébn
01,0y, ... linearly indep. over Q
vj = v rotated by 276,

Then for sufficiently large |

J
Z vj is not admissable.
=1

m=3Y 1V, me =V

Jo =sup{J : Z]]':1 v; is admissable }



