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Abstract

Motivated by the study of the directed polymer model with mobile Poissonian traps
or catalysts and the stochastic parabolic Anderson model with time dependent poten-
tial, we investigate the asymptotic behavior of

E⊗ E0 exp

{
±θ
∫ t

0
V̄ (s,Bs)ds

}
(t→∞)

where θ > 0 is a constant, V is the renormalized Poisson potential of the form

V (s, x) =

∫
Rd

1

|y − x|p
(ωs(dy)− dy) ,

and ωs is the measure-valued process consisting of independent Brownian particles
whose initial positions form a Poisson random measure on Rd with Lebesgue measure
as its intensity. Different scaling limits are obtained according to the parameter p
and dimension d. For the logarithm of the negative exponential moment, the range
of d

2 < p < d is divided into 5 regions with various scaling rates of the orders td/p,
t3/2, t(4−d−2p)/2, t log t and t, respectively. For the positive exponential moment, the
limiting behavior is studied according to the parameters p and d in three regions. In
the sub-critical region (p < 2), the double logarithm of the exponential moment has a
rate of t. In the critical region (p = 2), it has different behavior over two parts decided
according to the comparison of θ with the best constant in the Hardy inequality. In the
super-critical region (p > 2), the exponential moments become infinite for all t > 0.
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1 Introduction

The model of Brownian motion in a static random medium has been thoroughly investigated.
For the directed polymer with immobile Poissonian traps or catalysts, we refer to Sznitman’s
book [39] for general collection (up to the year 1998), [30] for a survey and [2], [3], [28], [36]
for specific topics. For the results motivated by the parabolic Anderson models with time-
independent random potentials, we cite [7], [8], [14], [16], [20], [26], [27], [38] as a partial list
of the publications on this subject. In addition, we also point out the very recent papers
[10], [11], [12] [13] and [21] for the investigation related to the topic of this paper.

The case of mobile environment is much less understood. In the models considered in this
paper, the environment consists of moving particles initially distributed in the space Rd

according to a Poisson field ω0(dx) with the Lebesgue measure dx as its intensity. The
particles move in Rd independently so the spatial distribution of the obstacles at the time t
is of the form

ωt(dx) =

∫
Rd
δXy(t)(dx)ω0(dy) (1.1)

where the stochastic flow {Xy(t)} represents the paths of the random obstacles with Xy(0) =
y. Unless stated otherwise, throughout this paper, Xy(t) are independent Brownian motions
with the variance σ2 = V ar(Xy(1)) > 0. More precisely, the processes Xy(t) − y are i.i.d.,
independent of ω0(dx) and distributed the same as the σ-multiple of a standard d-dimensional
Brownian motion. The notations “P” and “E” are used for the probability law and the
expectation, respectively, generated by the measure-valued process {ωt(dx); t ≥ 0}.
Let K(x) ≥ 0 be a properly chosen function (known as shape function) on Rd. The random
field

V (t, x) =

∫
Rd
K(y − x)ωt(dy) (1.2)

represents the total potential at x ∈ Rd generated by the Poisson obstacles.

In the model of directed polymer of the potential V (t, x), all possible trajectories of the
random path {Bs}0≤s≤t are re-weighted by some properly defined Gibbs measure (see (1.3)
and (1.4) below) that favors trajectories in the time-space region less populated with random
traps {Xy(t)}. In this paper, {Bt}t≥0 is a d-dimensional Brownian motion independent of
the environment {ωt(dx); t ≥ 0}. Throughout this article, the notations “Px” and “Ex” are
for the probability law and the expectation, respectively, of the Brownian motion Bs with
B0 = x.

In the quenched setting, where the set-up is conditioned on the random environment created
by the stochastic flow {Xy(t)}, the survival path is selected by the Gibbs measure

dµt,ω
dP0

=
1

Zt,ω
exp

{
− θ

∫ t

0

V (s, Bs)ds

}
(1.3)

defined on the space C
(
[0, t]; Rd

)
of the continuous functions f : [0, t] −→ Rd.
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In the annealed setting, where the model averages on both the Brownian motion and the
environment, the Gibbs measure is given as

dµt
d(P0 ⊗ P)

=
1

Zt
exp

{
− θ

∫ t

0

V (s, Bs)ds

}
. (1.4)

In (1.3) and (1.4), the integral ∫ t

0

V (s, Bs)ds

represents the accumulated potential of the Brownian path {Bs}0≤s≤t with respect to the
moving traps described by ωt(dx). Under the law µt,ω or µt, therefore, the Brownian trajec-
tories heavily impacted by the Poisson obstacles are penalized and become less likely.

The Brownian motion in mobile random medium corresponds to the parabolic Anderson
model 

∂tu(t, x) = κ∆u(t, x) + ξ(t, x)u(t, x)

u(0, x) = 1, x ∈ Rd,
(1.5)

with the time-dependent potential ξ(t, x). Take ξ(t, x) = −θV (t, x) and consider two types
of particles A and B in the space Rd. The B-particles evolve according to the measure-valued
process ωt(dx). The A-particles diffuse from region of high concentration to the region of
low concentration according to Fick’s law, and is destroyed by nearby B-particles at the
annihilation rate θV (t, x) which measures the total potential generated by B-particles at
(t, x). The solution u(t, x) of (1.5) represents the time-space density of A-particles which are
uniformly distributed at the beginning. The story is called the model of trapping reactions
and the annihilation mechanism described here is labeled as “A+B −→ B” in the physical
literature (see e.g., [32]),

The case when ξ(t, x) = θV (t, x) corresponds to the branching Brownian motion in the
catalytic medium. The A-particles (reactant) diffuse according to Fick’s law while under
the stimulation of the nearby B-particles (catalyst), each of them split into two at the
rate θV (t, x). In this model, u(t, x) represents the time-space density of A-particles. The
interested reader is referred to the survey [23] for detail physical background of this model.

The existing literature (see, e.g., [18], [23], [32]) on the models (1.3), (1.4) and (1.5) mainly
consider the setting of the lattice space (instead of Rd) combined with pure jump random
walks (instead of Brownian motions). In these publications, the shape function is K(x) =
δ0(x) (Dirac function). To the model of directed polymer, this means that the only traps or
catalysts that located on the path {Bs}0≤s≤t contribute to the re-shape of the path {Bs}0≤s≤t.
To the parabolic Anderson model with ξ(t, x) = ±θV (t, x), it means that the A-particles
and B-particles react only in the case of collision.

Motivated by Newton’s law of the universal attraction, a renormalized Poisson potential,
formally written as

V (x) =

∫
Rd

1

|y − x|p
[
ω0(dy)− dy

]
, x ∈ Rd, (1.6)
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is introduced in [11] in the case of the static medium (or, the case when σ = 0). Among
other things, it has been shown (Theorem 1.1, [11]) that V (x) is well defined as a random
field if and only if d/2 < p < d and in this case the annealed moment

E⊗ E0 exp

{
− θ

∫ t

0

V (Bs)ds

}
<∞ (1.7)

for every θ > 0 and t > 0.

We intend to apply this idea to the case of mobile random medium by constructing the
renormalized potential

V (t, x) =

∫
Rd

1

|y − x|p
[
ωt(dy)− dy

]
t ≥ 0, x ∈ Rd (1.8)

as the replacement of V (t, x) in (1.3), (1.4) and in the models of the trapping reactions and
the branching Brownian motion in catalytic media. Indeed, by a calculation of characteristic
function (see Proposition 1.3 in van den Berg et al [41]) we have that for any t > 0

ωt(dx)
d
= ω0(dx), (1.9)

and hence, the field V (t, ·) is well defined and has the same distribution as V (0, ·). Further, a
slight modification of the argument for Proposition 2.8, [11] shows that V (t, x) is continuous
in probability as the function of (t, x). Consequently (Chapter 6, [4]), the family of random
variables (defined as equivalent classes)

{
V (t, x); (t, x) ∈ R+ × Rd

}
yields a measurable

(joint in (t, x)) modification. In the remaining of the paper, the same notation V (t, x) is used
for the measurable modification. Taking K(x) = |x|−p in Lemma 3.1 below, the integral∫ t

0

V (s, Bs)ds

converges almost surely under d/2 < p < d.

The necessity of renormalization comes from the fact that∫
Rd

1

|y − x|p
ωt(dy) =∞ a.s. (t, x) ∈ R+ × Rd (1.10)

as p ≤ d. Without the renormalization, the Gibbs measure will be indeterminant which is 0
0

for trapping model and ∞∞ for branching model.

The rationale of renormalization is based on the symbolic decomposition

V (t, x) =

∫
Rd

1

|y − x|p
ωt(dy)−

∫
Rd

1

|y − x|p
dy =

∫
Rd

1

|y − x|p
ωt(dy)−

∫
Rd

1

|y|p
dy.

The Lebesgue integral part (if treated as an ordinary constant) does not change the mech-
anism of the Gibbs measures in (1.3) and (1.4) as it is “renormalized” into the partition
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functions Zt,ω and Zt. Thus, the directed polymer of the renormalized potential V (t, x) can
be modeled in terms of the quenched Gibbs measure

dµt,ω
dP0

=
1

Zt,ω

exp

{
− θ

∫ t

0

V (s, Bs)ds

}
(1.11)

and the annealed Gibbs measure

dµt
d(P0 ⊗ P)

=
1

Zt

exp

{
− θ

∫ t

0

V (s, Bs)ds

}
(1.12)

in the case when the partition functions Zt,ω and Zt are finite, the condition taken neither
for granted (given the non-locality and singularity of the shape function K(x) = |x|−p), nor
as the corollary to (1.7).

Taking ξ(t, x) = −θV (t, x) in the parabolic Anderson model (1.5), we obtained a renormal-
ized version of the model of trapping reactions where the B-particles are annihilated at the
rate proportional to a Newton-type-potential and are generated at a constant rate. With
ξ(t, x) = θV (t, x), the branching Brownian motions (reactants) split at the time-space rate
the same as the one in the model of trapping reactions.

For a sufficiently smooth and well-bounded function ξ(t, x), by Feynman-Kac formula (cf.
Theorem 3.2 in Durrett [19] p138) the equation (1.5) is solved by the function

u(t, x) = Ex exp

{∫ t

0

ξ(t− s, B2κs)ds

}
. (1.13)

For the case when ξ(t, x) = ±θV (t, x), it follows from the same argument as in [12] that u(t, x)
is a mild solution to (1.5) (see (2.13) below). Therefore, the investigation of the random field
u(t, x) defined in (1.13) is closely associated to our understanding of the parabolic Anderson
model (1.5).

This paper is to study the partition function Zt in the annealed directed polymer defined
in (1.12) and the expectation of the Feynman-Kac exponential moment given in (1.13) with
ξ(t, x) = ±θV (t, x). By the identities in law:

V (t, x)
d
= V (t, 0) (1.14)

and {
ωt−s(dx); 0 ≤ s ≤ t

}
d
=
{
ωs(dx); 0 ≤ s ≤ t

}
, (1.15)

we derive that for any x ∈ Rd, θ > 0 and t > 0,

Ex exp

{
± θ

∫ t

0

V (t− s, B2κs)ds

}
d
= E0 exp

{
± θ

∫ t

0

V (t− s, B2κs)ds

}
(1.16)

d
= E0 exp

{
± θ

∫ t

0

V (s, B2κs)ds

}
= E0 exp

{
± θ

2κ

∫ 2κt

0

V ((2κ)−1s, Bs)ds

}
.
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To simplify our notation we first consider the case when κ = 1/2. Therefore, our objective
is summarized into the investigation of the annealed exponential moments

E⊗ E0 exp

{
± θ

∫ t

0

V (s, Bs)ds

}
(1.17)

with the concerns on integrability and long term asymptotics.

The existing literature in the setting of mobile medium deals with the model on the lattice
with the Dirac function as the shape function (i.e., K(x) = δ0(x)). In the setting of trapping
reactions, the annealed moment

E⊗ E0 exp

{
− θ

∫ t

0

V (s, Bs)ds

}
is called the surviving probability in Bramson and Lebowitz ([5] and [6]), Drewitz et al [18],
where it is proved that

logE⊗ E0 exp

{
− θ

∫ t

0

V (s, Bs)ds

}
∼


−c1(θ)

√
t d = 1

−c2(θ) t
log t

d = 2

−c3(θ)t d ≥ 3

(1.18)

where 0 < ci(θ) <∞ are constants and the c2(θ) and c3(θ) are explicitly identified. Similar
results for a related model is also obtained by Gärtner et al [25]. Here the notation at ∼ bt
means that at/bt → 1 as t→∞.

As for the branching random walks in catalytic medium, Gärtner and den Hollander ([22])
observe a double exponential growth given as

lim
t→∞

1

t
log logE⊗ E0 exp

{
θ

∫ t

0

V (s, Bs)ds

}
= C(θ) (1.19)

with an extended constant 0 ≤ C(θ) ≤ ∞ (see, Theorem 1.4, [22] for the discussion on the
limit C(θ)). We also refer the paper [24] for the branching random walks with the voter
model as the catalyst.

Another relevance in literature is the recent study ([10], [11], [12] and [13]) on the Brownian
motion of the renormalized potential V (x) (defined in (1.6)) in a static Poisson medium. It
is shown ([12]) that under d/2 < p < d,

lim
t→∞

t−d/p logE0 ⊗ E exp

{
− θ

∫ t

0

V (Bs)ds

}
= θd/pωd

p

d− p
Γ
(2p− d

p

)
(1.20)

for all θ > 0, and ([11]) that

E0 ⊗ E exp

{
θ

∫ t

0

V (Bs)ds

}
=∞ (1.21)
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for all θ > 0 and t > 0, where ωd is the volume of the d-dimensional unit ball. See [10]
and [13] for the investigation on the quenched setting. In view of the stationarity (1.9) of
the measure-valued process ωt(dx), we have that V (t, ·) d

= V (·) for each t ≥ 0. A natural
question is to ask what will remain and what will change when the static Poisson ω0(dx) is
replaced by the mobile medium {ωt(dx); t ≥ 0}.
Finally, we point out that V (t, x) is well-defined for the case of p > d (we refer the reader to
Proposition 2.1 of [11] for a proof of this fact). In this case, renormalization is not needed.
Because of the length of the paper, we will treat the case of p > d elsewhere.

2 Main theorems

We adopt all notations introduced in the previous section: the measure-valued process ωt(dx)
is defined in (1.1) where {Xy(t)} are the independent Brownian motions with the covariance
matrix σId and initial location Xy(0) = y, where σ2 > 0 and Id is the d× d identical matrix.
The renormalized potential V (t, x) is well defined in (1.8) under the condition

d/2 < p < d (2.1)

Two functions ψ(a) and Ψ(a) on R+ frequently appearing in the remaining of this paper are

ψ(a) = e−a − 1 + a and Ψ(a) = ea − 1− a, a ≥ 0. (2.2)

It is easy to see that ψ(a) and Ψ(a) are non-negative, increasing and convex on R+ with
ψ(a) ≤ Ψ(a).

For the negative exponential moment asymptotic behavior, the condition (2.1) is divided
into five disjoint regimes attached with the constants ρi(θ, σ2) (1 ≤ i ≤ 5), respectively.

Regime I. p < 2. Write

ρ1(θ, σ
2) = θd/pωd

p

d− p
Γ
(2p− d

p

)
.

Regime II. p = 2. By (2.1) d = 3 in this case. Write

ρ2(θ, σ
2) =

∫
R3

Eψ
(
θ

∫ 1

0

ds

|x+X0(s)|2

)
dx.

The exact value of ρ2(θ, σ2) remains unknown but can be explicitly bounded (see Lemma
4.1 below).

Regime III. 2 < p < d+2
2
. Write

ρ3(θ, σ
2) =

2
2+d−2p

2 θ2dωd
(2 + d− 2p)(4 + d− 2p)σ2p−d

Γ2
(d− p

2

)
Γ
(2p− d

2

)
Γ2
(p

2

) .
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Regime IV. p = d+2
2
> 2. Write

ρ4(θ, σ
2) = 2

d+4
2 dωd

( θ

(d− 2)σ

)2
.

Regime V. p > max
{

2, d+2
2

}
. The constant 0 < ρ5(θ, σ

2) < ∞ remains unknown but is
explicitly bounded (see (4.12) below).

The next theorem gives the negative exponential moment asymptotic behavior.

Theorem 2.1 Under (2.1), we have

E0 ⊗ E exp

{
− θ

∫ t

0

V (s, Bs)ds

}
<∞ θ > 0, t > 0. (2.3)

Further,

logE0 ⊗ E exp

{
− θ

∫ t

0

V (s, Bs)ds

}
∼



ρ1(θ, σ
2)td/p in Regime I

ρ2(θ, σ
2)t3/2 in Regime II

ρ3(θ, σ
2)t

4+d−2p
2 in Regime III

ρ4(θ, σ
2)t log t in Regime IV

ρ5(θ, σ
2)t in Regime V

(2.4)

as t→∞.

Recall that the random potential V (x) is defined in (1.6). The comparison between (1.20)
and (2.4) shows that moving from static environment to mobile environment, the asymptotic
behavior remains the same only in the regime I (which contains the cases of d = 1 or 2).
Further, notice that counting from regimes I to V, the deviation scales

td/p, t3/2, t
4+d−2p

2 , t log t and t

decrease in the following sense: For p1, p3 in region I, III, respectively, and for t large,

td/p1 > t3/2 > t
4+d−2p3

2 > t log t > t.

Since the deviation scale is positively related to the survival probability, it is generally harder
for the Brownian particle Bs to avoid the Poisson traps in the mobile medium than in the
static medium. The fact that the deviation scale decreases in p suggests that the total
impact of the obstacles over Bs increases when the tail of the shape function gets heavier.
This observation provides the evidence showing that the major contribution comes from the
vast number of the traps located a distance away from the Brownian particle, rather than a
few in a close neighborhood of the Brownian particle.
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We now move to the case of catalytic medium. Let W 1,2(Rd) be the Sobolev space defined
as

W 1,2(Rd) =
{
f ∈ L2(Rd); ∇f ∈ L2(Rd)

}
.

By Lemma 7.2, [10], for any d/2 < p < min{2, d} there is a constant C > 0 such that∫
Rd

f 2(x)

|x|2
dx ≤ C‖f‖2−p2 ‖∇f‖

p
2 f ∈ W 1,2(Rd). (2.5)

Let γ(d, p) > 0 be the best constant in the above inequality.

Theorem 2.2 Assume (2.1).

(1) When p < 2, for any θ > 0 and t > 0, we have

E0 ⊗ E exp

{
θ

∫ t

0

V (s, Bs)ds

}
<∞. (2.6)

Further,

lim
t→∞

1

t
log logE0 ⊗ E exp

{
θ

∫ t

0

V (s, Bs)ds

}
=

2− p
2

( p
σ2

) p
2−p
(
θγ(d, p)

) 2
2−p
. (2.7)

(2). When p = 2 (and therefore d = 3 by (2.1)), for any t > 0,

E0 ⊗ E exp

{
θ

∫ t

0

V (s, Bs)ds

} <∞ when θ < σ2

8

=∞ when θ > σ2

8
.

(2.8)

Further, for any θ < σ2/8, we have

lim
t→∞

t−3/2 logE0 ⊗ E exp

{
θ

∫ t

0

V (s, Bs)ds

}
=

∫
R3

EΨ

(
θ

∫ 1

0

ds

|x+X0(s)|2

)
dx, (2.9)

and the right hand side is finite.

(3). When p > 2, for any θ > 0 and t > 0, we have

E0 ⊗ E exp

{
θ

∫ t

0

V (s, Bs)ds

}
=∞. (2.10)

The comparison between (1.21) and Theorem 2.2 shows that in the catalytic medium, the
mobile Poisson particles are less attractable to the Brownian particles than static Poisson
particles. Another interesting observation is on the role played by the parameter p. It is
evident that the singularity of the shape function K(x) = |x|−p at x = 0 is the only reason
for the positive exponential moment to blow-up. Consequently, the model is more likely to
blow-up for greater p. As for the large-t behavior, the singularity of the shape function is
no longer the sole driving force, as indicated by the comparison of the double exponential
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growth in the sub-critical case p < 2 versus the single exponential growth in the critical case
p = 2.

In connection to the parabolic Anderson model posted in (1.5), write

u±(t, x) = Ex exp

{
± θ

∫ t

0

V (t− s, B2κs)ds

}
. (2.11)

By Theorems 2.1-2.2 (with σ2 be replaced by (2κ)−1σ2) and the relation (1.16), Eu−(t, x) <
∞ and Eu+(t, x) <∞ for all θ > 0 and t > 0 under d/2 < p < d and d/2 < p < min{2, d},
respectively. In the case p = 2 and d = 3, Eu+(t, x) < ∞ if θ < σ2

16κ
; and = ∞ if θ > σ2

16κ
.

Finally, Eu+(t, x) =∞ for all θ > 0 and t > 0 when p > 2.

Unfortunately, given the fact (derived from Proposition 2.9 in [11] and the relation (1.9))
that for each t > 0, the random field V (t, ·) is unbounded and therefore discontinuous in any
neighborhood in Rd with positive probability, it is unlikely that with ξ(t, x) = ±θV (t, x),
the equation (1.5) has path-wise solution. On the other hand, by an argument the same
as in the proofs of Proposition 1.2 and Proposition 1.6, [11], we can show that whenever
u±(t, x) < ∞ a.s., particularly when Eu±(t, x) < ∞, u±(t, x) is the mild solution to (1.5)
(with ξ(t, x) = ±θV (t, x)), in the sense that∫ t

0

∫
Rd
p2κ(t−s)(x− y)|V (s, y)u±(s, y)| dyds < +∞, x ∈ Rd, t > 0 (2.12)

and

u±(t, x) = 1± θ
∫ t

0

∫
Rd
p2κ(t−s)(x− y)V (s, y)u±(s, y) dyds, x ∈ Rd, t > 0, (2.13)

where pt(x) = (2πt)−d/2 exp(−|x|2/2) is the transition probability density of Bt.

Further, by Theorem 2.1 (with σ2 be replaced by (2κ)−1σ2) and the relation (1.16),

logEu−(t, x) = logEu−(t, 0) ∼



ρ1

(
θ
2κ
, σ

2

2κ

)
td/p in Regime I

ρ2

(
θ
2κ
, σ

2

2κ

)
t3/2 in Regime II

ρ3

(
θ
2κ
, σ

2

2κ

)
t
4+d−2p

2 in Regime III

ρ4

(
θ
2κ
, σ

2

2κ

)
t log t in Regime IV

ρ5

(
θ
2κ
, σ

2

2κ

)
t in Regime V

(t→∞). (2.14)

By Theorem 2.2 and the relation (1.16), under d/2 < p < min{2, d}

lim
t→∞

1

t
log logEu+(t, x) =

2− p
4κ

( p
σ2

) p
2−p
(
θγ(d, p)

) 2
2−p
. (2.15)
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Under p = 2 and d = 3, we have

lim
t→∞

t−3/2 logEu+(t, x) = (2κ)3/2
∫
R3

EΨ

(
θ

2κ

∫ 1

0

ds

|x+X0(s)|2

)
dx (2.16)

for every θ < σ2/(16κ).

Our approach is guided by the idea known as Pascal principle, which first introduced by
Moreau et al ([31], ([32]) and reformulated by Drewitz et al ([18]) in their context. According
to Pascal principle, the best way for the Brownian particle(s) to avoid Poisson traps in the
direct trapping reaction model or, to split at the requested level in catalytic model, is to stay
in a neighborhood of 0 (see Lemma 3.2 for some mathematical implementation of Pascal
principle). The mathematical formulation is the relation

E⊗ E0 exp

{
± θ

∫ t

0

V (s, Bs)ds

}
≤ E exp

{
± θ

∫ t

0

V (s, 0)ds

}
.

Different from [31], ([32] and [18], our realization ( Lemma 3.2) of Pascal principle relies on
the Gaussian property (rather than Markovian property) of the system.

Based on Pascal principle and in view of the equalities in Lemma 3.1, much of our attention
is on the asymptotic behaviors of the integrals∫

Rd
ψ

(
θ

∫ t

0

ds

|x+X0|p

)
dx and

∫
Rd

Ψ

(
θ

∫ t

0

ds

|x+X0|p

)
dx.

It should be pointed out that our treatment is very different in the trapping and catalytic
settings and in different regimes marked by the combinations of d and p.

The rest of this paper is organized as follows: In Section 3, we establish moment identities and
Pascal principle for random potential function V (t, Bt). Both of these two results will play
key roles in the proofs of Theorems 2.1 and 2.2 presented in Sections 4 and 5, respectively.
An appendix which includes the proof of a technique result is given at the end of the paper.

3 Moment of occupation time with random potential

As preparation for the proof of the main results, in this section, we prove a key identity for the
exponential moment of the occupation time with random potential, and the Pascal principle.
The identity essentially says that the expectation (with respect to the environment) of the
exponential of the occupation time is the same as the exponential of the expectation of a
related random variable. The Pascal principle essentially says that this expectation just
mentioned in last sentence is maximized when the particle does not move in the random
medium. This principle is useful in deriving upper bound for the asymptotic behavior of the
occupation time.

According to Propositions 2.1 and 2.8 of [11] and (1.9), for any Borel measurable function
K(x) ≥ 0, the compensated Poisson integral

V K(t, x) =

∫
Rd
K(y − x)

[
ωt(dy)− dy

]
(3.1)
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is defined under the condition ∫
Rd
ψ
(
K(x)

)
dx <∞. (3.2)

Lemma 3.1 Let K(x) ≥ 0 satisfy (3.2). The time integral∫ t

0

V K(s, Bs)ds (3.3)

converges almost surely for any t > 0 and

E0 ⊗ E exp

{
−
∫ t

0

V K(s, Bs)ds

}
(3.4)

= E0 exp

{∫
Rd

Eψ
(∫ t

0

K(x+X0(s)−Bs)ds

)
dx

}
.

In addition, the equality

E0 ⊗ E exp

{∫ t

0

V K(s, Bs)ds

}
(3.5)

= E0 exp

{∫
Rd

EΨ

(∫ t

0

K(x+X0(s)−Bs)ds

)
dx

}
holds.

Proof: By (1.9) and Fubini’s theorem,

E0 ⊗ E
(∫ t

0

|V K(s, Bs)|ds
)

= E0

∫ t

0

E|V K(0, Bs)|ds = tE|V K(0, 0)| <∞,

where the first step follows from (1.9) and the last step follows from Proposition 2.6 of [11].
So the integral in (3.3) a.s. converges.

First, we claim that the right hand side of (3.4) is finite. Indeed, by Jensen inequality∫
Rd
ψ

(∫ t

0

K(x+X0(s)−Bs)ds

)
dx (3.6)

≤ 1

t

∫ t

0

∫
Rd
ψ
(
tK(x+X0(s)−Bs)

)
dxds

=

∫
Rd
ψ
(
tK(x)

)
dx <∞,

where the last step follows from (3.2), monotonicity of ψ(·) and the fact that ψ(2θ) ≤ Cψ(θ)
(∀θ > 0) for some constant C > 0.
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To prove the equality in (3.4), we first consider the case when K(x) is bounded and locally
supported. By (1.1) and Fubini theorem,∫ t

0

[ ∫
Rd
K(x−Bs)ωs(dx)

]
ds =

∫
Rd

[ ∫ t

0

K(Xy(s)−Bs)ds

]
ω0(dy)

Hence, by the independence between Xy(s) and ω0(dy), and by the independence among the
Brownian motions Xy(s), we have

E exp

{
−
∫ t

0

[ ∫
Rd
K(x−Bs)ωs(dx)

]
ds

}
= E exp

{∫
Rd
h(y)ω0(dy)

}
= exp

{∫
Rd

(
eh(y) − 1

)
dy

}
= exp

{∫
Rd

[
E exp

(
−
∫ t

0

K(y +X0(s)−Bs)ds

)
− 1

]
dy

}
,

where

h(y) = logE exp

(
−
∫ t

0

K(y +X0(s)−Bs)ds

)
.

Consequently,

E exp

{
−
∫ t

0

[ ∫
Rd
K(x−Bs)

[
ωs(dx)− dx

]]
ds

}
= exp

{∫
Rd

[
E exp

(
−
∫ t

0

K(y +X0(s)−Bs)ds

)
− 1 + tK(y)

]
dy

}
.

Thus, (3.4) (with bounded and locally supported K(x)) follows from the equality∫
Rd

[ ∫ t

0

K(y +X0(s)−Bs)ds

]
dx = t

∫
Rd
K(y)dy. (3.7)

We now prove (3.4) with full generality. Let Kn(x) ≥ 0 be a non-decreasing sequence of
bounded, locally supported function such that Kn(x) ↑ K(x) point-wise. Notice that

E0 ⊗ E
∣∣∣∣ ∫ t

0

(
V Kn(s, Bs)− V K(s, Bs)

)
ds

∣∣∣∣ ≤ tE0 ⊗ E
∣∣∣V Kn(0, 0)− V K(0, 0)

∣∣∣.
Using the decomposition in the proof of Proposition 2.6 of [11], one can show that the right
hand side tends to zero as n→∞.

We now take n → ∞ on the both sides of (3.4) with Kn replacing K. The right hand side

13



passes from Kn to K by the monotonic convergence. On the other hand, we note that

E0 ⊗ E exp

{
− 2

∫ t

0

V Kn(s, Bs)ds

}
= E0 exp

{∫
Rd

Eψ
(∫ t

0

2Kn(x+X0(s)−Bs)ds

)
dx

}
≤ E0 exp

{∫
Rd

Eψ
(∫ t

0

2K(x+X0(s)−Bs)ds

)
dx

}
< ∞,

where the last step follows from (3.6). Therefore, the left hand side of (3.4) passes from
Kn to K by the uniform integrability of

{
exp

{
−
∫ t
0
V Kn(s, Bs)ds

}
: n ≥ 1

}
. Hence, (3.4)

holds for K. The proof of (3.5) follows from a similar argument. �

Lemma 3.2 (Pascal principle) Assume that d/2 < p < d. For any deterministic contin-
uous function bs in C

(
[0, t],Rd

)
,∫

Rd
Eψ
(∫ t

0

ds

|x+X0(s)− bs|p

)
dx ≤

∫
Rd

Eψ
(∫ t

0

ds

|x+X0(s)|p

)
dx (3.8)

and

E
∫
Rd

[ ∫ t

0

ds

|x+X0(s)− bs|p

]m
dx ≤ E

∫
Rd

[ ∫ t

0

ds

|x+X0(s)|p

]m
dx, m = 2, 3, · · · . (3.9)

Consequently (from (3.9), for any θ > 0

E
∫
Rd

Ψ

(
θ

∫ t

0

ds

|x+X0(s)− bs|p

)
dx ≤ E

∫
Rd

Ψ

(
θ

∫ t

0

ds

|x+X0(s)|p

)
dx. (3.10)

Proof: LetK(x) ≥ 0 be bounded, locally supported and radially symmetric. As a corollary
of Theorem 1.5, [17], ∫

Rd

[
E exp

(
−
∫ t

0

K(x+X0(s)− bs)ds
)
− 1

]
dx

≤
∫
Rd

[
E exp

(
−
∫ t

0

K(x+X0(s))ds

)
− 1

]
dx.

Subtracting

t

∫
Rd
K(x)dx

on the both sides and by (3.7) (with Bs being replaced by bS or 0),∫
Rd

Eψ
(∫ t

0

K(x+X0(s)− bs)ds
)
dx ≤

∫
Rd

Eψ
(∫ t

0

K(x+X0(s))ds

)
dx.
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Taking a sequence of such function K’s approximating the function | · |−p, we obtain the
desired inequality (3.8).

Our approach for (3.9) relies on Fourier transformation and the fact that∫
Rd

1

|x|p
eiλ·xdx = C

1

|λ|d−p
, (3.11)

where C > 0 is a constant.

Write

h(y1, · · · , ym−1) =

∫
Rd

1

|x|p
m−1∏
k=1

1

|x+ yk|p
dx.

Then,

ĥ(λ1, · · · , λm−1) =

∫
(Rd)m−1

h(y1, · · · , ym−1) exp
{
i
m−1∑
k=1

λk · yk
}
dy1 · · · dym−1

=

∫
Rd

1

|x|p
exp

{
− i(λ1 + · · ·+ λm−1) · x

}
dx

m−1∏
k=1

∫
Rd

1

|y|p
eiλk·ydy

= Cm 1

|λ1 + · · ·+ λm−1|d−p
m−1∏
k=1

1

|λk|d−p
> 0.

Write ∫
Rd

[ ∫ t

0

ds

|x+X0(s)− bs|p

]m
dx

=

∫
[0,t]m

[ ∫
Rd

m∏
k=1

1

|x+X0(sk)− bsk |p
dx

]
ds1 · · · dsm

=

∫
[0,t]m

[ ∫
Rd

1

|x|p
m∏
k=1

1

|x+
(
X0(sk)−X0(sm)

)
− (bsk − bsm)|p

dx

]
ds1 · · · dsm

=

∫
[0,t]m

h
((
X0(s1)−X0(sm)

)
− (bs1 − bsm), · · · ,(

X0(sm−1)−X0(sm)
)
− (bsm−1 − bsm)

)
ds1 · · · dsm.

By Fourier inversion,

h
((
X0(s1)−X0(sm)

)
− (bs1 − bsm), · · · ,

(
X0(sm−1)−X0(sm)

)
− (bsm−1 − bsm)

)
=

1

(2π)(m−1)d

∫
(Rd)m−1

dλ1 · · · dλm−1ĥ(λ1, · · · , λm−1)

× exp

{
− i

m−1∑
k=1

λk ·
((
X0(sk)−X0(sm)

)
− (bsk − bsm)

)}
.
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Therefore ∫
Rd

[ ∫ t

0

ds

|x+X0(s)− bs|p

]m
dx

=
1

(2π)(m−1)d

∫
(Rd)m−1

dλ1 · · · dλm−1ĥ(λ1, · · · , λm−1)
∫
[0,t]m

ds1 · · · dsm

× exp

{
− i

m−1∑
k=1

λk ·
((
X0(sk)−X0(sm)

)
− (bsk − bsm)

)}
.

Hence, ∫
Rd

E
[ ∫ t

0

ds

|x+X0(s)− bs|p

]m
dx

=
1

(2π)(m−1)d

∫
(Rd)m−1

dλ1 · · · dλm−1ĥ(λ1, · · · , λm−1)
∫
[0,t]m

ds1 · · · dsm

× exp

{
− 1

2
Var

(m−1∑
k=1

λk ·
((
X0(sk)−X0(sm)

))}
exp

{
i
m−1∑
k=1

λk · (bsk − bsm)

}
≤ 1

(2π)(m−1)d

∫
(Rd)m−1

dλ1 · · · dλm−1ĥ(λ1, · · · , λm−1)
∫
[0,t]m

ds1 · · · dsm

× exp

{
− 1

2
Var

(m−1∑
k=1

λk ·
((
X0(sk)−X0(sm)

))}
=

∫
Rd

E
[ ∫ t

0

ds

|x+X0(s)|p

]m
dx.

The inequality (3.10) follows from the Taylor expansion of Ψ at a = 0. �

Remark 3.3 The asymptotic version of Pascal principle (3.8) for a different shape function
has been obtained by [34] and the full Pascal principle for that setting was obtained by [35].

Finally, we state a variety of the inequality (3.9) which will be used later. For any a > 0
write Ka(x) = |x|−p1{|x|≥a}. It is easy to check that

K̂a(λ) ≡
∫
Rd
Ka(x)eiλ·xdx ≥ 0 λ ∈ Rd.

By the same argument as the one for (3.9),∫
Rd

E
[ ∫ t

0

Ka

(
x+X0(s)− bs

)
ds

]m
dx ≤

∫
Rd

E
[ ∫ t

0

Ka

(
x+X0(s)

)
ds

]m
dx (3.12)

for m = 2, 3, · · · .
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4 Model of trapping reactions

We prove Theorem 2.1 in this section. Throughout, we assume that d/2 < p < d. The
integrability assertion (2.3) follows from (3.4) and (3.6) with K(x) = θ|x|−p. In the following
subsections, we establish the asymptotics given in (2.4) in different regimes.

The key is to estimate the exponent

ψ̄t(B) ≡
∫
Rd

Eψ
(
θ

∫ t

0

ds

|x+X0(s)−Bs|p

)
dx,

which depends on the initial obstacles (IO), moving obstacles (MO) and the moving particle
(MP).

It follows from Lemma 3.1 that

E⊗ E0 exp

{
− θ

∫ t

0

V (s, Bs)ds

}
= E0 exp

(
ψ̄t(B)

)
. (4.1)

By Pascal principle, we have

logE⊗ E0 exp

{
− θ

∫ t

0

V (s, Bs)ds

}
≤ ψ̄t(0). (4.2)

So the proof of the upper bound is reduced to the estimate of the deterministic quantity
ψ̄t(0).

4.1 Regime I: p < 2

The main idea of the proof for this region is to consider the asymptotic scales of the three
components affecting ψ̄t. From the shape function, we see that the IO is of the order t1/p
(see (4.3) below). On the other hand, the MO and MP are Brownian motions, and hence,
of order t1/2. When p < 2, the MO and MP are negligible.

By (3.6) (with K(x) = θ|x|−p),

ψ̄t(0) ≤
∫
Rd
ψ
( tθ

|x|p
)
dx = (tθ)d/p

∫
Rd
ψ
( 1

|x|p
)
dx. (4.3)

By Lemma 7.1 of [10], we have∫
Rd
ψ
( 1

|x|p
)
dx = ωd

p

d− p
Γ
(2p− d

p

)
, ∀ d/2 < p < d. (4.4)

By (4.2)-(4.4), we obtain the upper bound

lim sup
t→∞

t−d/p logE⊗ E0 exp

{
− θ

∫ t

0

V (s, Bs)ds

}
≤ θd/pωd

p

d− p
Γ
(2p− d

p

)
.
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On the other hand, for |x| > δt
1
p and |y| ≤ 2M

√
t, we have as t→∞,

|x+ y|
|x|

≤ 1 +
|y|
|x|
≤ 1 +

2M

δ
t
1
2
− 1
p → 1,

and hence, for t large enough,
1

|x+ y|p
≥ 1− δ
|x|p

.

Therefore,

E0 exp

{
ψ̄t(B)

}
≥ E0

∫
|x|≥δt1/p

Eψ
(
θ

∫ t

0

(1− δ)
|x|p

ds

)
dx1{sups≤t(|Bs|,|X0(s)|)≤M

√
t}

≥ P0

{
max
s≤t
|Bs| ≤M

√
t
}

exp

{
P
{

max
s≤t
|X0(s)| ≤M

√
t
}∫
|x|≥δt1/p

ψ

(
θt(1− δ)
|x|p

)
dx

}
= P0

{
max
s≤t
|Bs| ≤M

√
t
}

exp

{(
θt(1− δ)

)d/pP{max
s≤t
|X0(s)| ≤M

√
t
}

×
∫
{|x|≥δ(1−δ)−1/pθ−1/p}

ψ

(
1

|x|p

)
dx

}
,

for any 0 < δ < 1 and M > 0, as t is large.

The probabilities

P0

{
max
s≤t
|Bs| ≤M

√
t
}

and P
{

max
s≤t
|X0(s)| ≤M

√
t
}

can be made arbitrarily close to 1 by taking M > 0 arbitrarily large. Thus,

lim inf
t→∞

t−d/p logE0 exp

{
ψ̄t(B)

}
≥
(
θ(1− δ)

)d/p ∫
{|x|≥δ(1−δ)−1/pθ−1/p}

ψ

(
1

|x|p

)
dx

.

Letting δ → 0+ on the right hand side, the desired lower bound follows from (3.4) and (4.4).
�

4.2 Regime II: p = 2 and d = 3

In this regime, the scales of the three components are the same so the limit is obtained by
a scaling argument.

By scaling, we have

E0 exp

{
ψ̄t(B)

}
= E0 exp

{
t3/2ψ̄1(B)

}
.
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By (4.1) and (4.2), all we need to show is the lower bound.

Note that the estimate

E0 exp

{
t3/2ψ̄1(B)

}
≥ P0

{
max
0≤s≤1

|Bs| ≤ ε
}

exp

(
t3/2

∫
R3

Eψ
(
θ

∫ 1

0

ds(
|x+X0(s)|+ ε

)2)dx
)
,

implies that

lim inf
t→∞

t−3/2 logE0 exp

{
ψ̄t(B)

}
≥
∫
R3

Eψ
(
θ

∫ 1

0

ds(
|x+X0(s)|+ ε

)2)dx.
Letting ε→ 0+ and applying Fatou’s lemma we obtain the desired lower bound. �

Next, we give an explicit upper bound for ρ2.

Lemma 4.1

ρ2(θ, σ
2) ≤ 8

3
π3/2θ3/2. (4.5)

Proof: The conclusion follows from the following estimate∫
R3

ψ

(
θ

∫ 1

0

ds

|x+X0(s)|2

)
dx ≤

∫ 1

0

[ ∫
R3

ψ
( θ

|x+X0(s)|2
)
dx

]
ds

=

∫
R3

ψ
( θ

|x|2
)
dx = θ3/2

∫
R3

ψ
( 1

|x|2
)
dx =

8

3
π3/2θ3/2,

where the last step follows from (4.4). �

4.3 Regime III: 2 < p < d+2
2

In this regime, we consider the Taylor expansion of the function ψ. It turns out that the
quadratic term dominates the others. The upper bound estimate is again obtained by (4.2).
The lower bound is obtained by roughly making the particle motionless, namely, to restrict
to the event {sups≤t |Bs| ≤ t1/p}. Although the probability of this event tends to 0, its
exponential rate is less than that of the scale determined in the upper bound.

By the fact that ψ(a) ≤ 2−1a2, (a ≥ 0), we have

ψ̄t(0) ≤
∫
Rd

θ2

2
E
[ ∫ t

0

ds

|x+X0(s)|p

]2
dx

=
θ2

2
C(d, p)E

∫ t

0

∫ t

0

drds

|X0(r)−X0(s)|2p−d
,
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where the second step follows from (6.7).

Let U be a d-dimensional standard normal random vector, i.e., U ∼ N(0, Id). By Brownian
scaling

E
∫ t

0

∫ t

0

drds

|X0(r)−X0(s)|2p−d
= σ−(2p−d)E|U |−(2p−d)

∫ t

0

∫ t

0

|r − s|−
2p−d

2 drds

= t
4−2p+d

2
2

4+d−2p
2 dωd

(2 + d− 2p)(4 + d− 2p)σ2p−dπ
−d/2Γ(d− p).

Summarizing our computation, we have obtained the desired upper bound

lim sup
t→∞

t−
4+d−2p

2 logE⊗ E0 exp

{
− θ

∫ t

0

V (s, Bs)ds

}
≤ ρ3(θ, σ

2). (4.6)

On the other hand, for any M > 1

E0 exp

{
ψ̄t(B)

}
(4.7)

≥ E0 exp

{∫
Rd

Eψ
(
θ

∫ t

0

1{|x+X0(s)|≥Mt1/p}

|x+X0(s)−Bs|p
ds

)
dx

}
≥ P0

{
max
s≤t
|Bs| ≤ t1/p

}
exp

{∫
Rd

Eψ
(

Mpθ

(M + 1)p

∫ t

0

1{|x+X0(s)|≥Mt1/p}

|x+X0(s)|p
ds

)
dx

}
.

Given ε > 0 there is a δ > 0 such that ψ(a) ≥ 2−1(1− ε)a2 whenever 0 ≤ a ≤ δ. Take M > 0
sufficiently large so

Mpθ

(M + 1)p

∫ t

0

1{|x+X0(s)|≥Mt1/p}

|x+X0(s)|p
ds ≤ Mpθ

(M + 1)p
M−p ≤ δ.

Consequently, ∫
Rd

Eψ
(

Mpθ

(M + 1)p

∫ t

0

1{|x+X0(s)|≥Mt1/p}

|x+X0(s)|p
ds

)
dx (4.8)

≥ 1

2
(1− ε)

(
Mpθ

(M + 1)p

)2 ∫
Rd

E
[ ∫ t

0

1{|x+X0(s)|≥Mt1/p}

|x+X0(s)|p
ds

]2
dx.

Notice that ∫
Rd

E
[ ∫ t

0

1{|x+X0(s)|≥Mt1/p}

|x+X0(s)|p
ds

]2
dx (4.9)

=

∫ t

0

∫ t

0

E
[ ∫

Rd

1{|x+X0(r)|≥Mt1/p}1{|x+X0(s)|≥Mt1/p}

|x+X0(r)|p|x+X0(s)|p
dx

]
drds

=

∫ t

0

∫ t

0

[ ∫
{|x|≥Mt1/p}

1

|x|p
E

1{|x+X0(s)−X0(r)|≥Mt1/p}

|x+X0(s)−X0(r)|p
dx

]
drds.
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Recall that U ∼ N(0, Id). By Brownian scaling, the right hand side of (4.9) becomes∫ t

0

∫ t

0

[ ∫
{|x|≥Mt1/p}

1

|x|p
E

1{|x+|r−s|1/2σU |≥Mt1/p}

|x+ |r − s|1/2σU |p
dx

]
drds

= σ−(2p−d)
∫ t

0

∫ t

0

|r − s|−
2p−d

2 Q
(
Mσ−1t1/p|r − s|−1/2

)
drds

≥ σ−(2p−d)Q
(
Mσ−1u−1/2t

1
p
− 1

2

)∫ ∫
{[0,t]2∩{|r−s|≥ut}}

|r − s|−
2p−d

2 drds,

where Q(b) is defined by (6.4) in the Appendix. Note that∫ ∫
{[0,t]2∩{|r−s|≥ut}}

|r − s|−
2p−d

2 drds = t
4−2p+d

2

∫ ∫
{[0,1]2∩{|r−s|≥u}}

|r − s|−
2p−d

2 drds.

Therefore,

lim inf
t→∞

t−
4−2p+d

2

∫
Rd

E
[ ∫ t

0

1{|x+X0(s)|≥Mt1/p}

|x+X0(s)|p
ds

]2
dx

≥ σ−(2p−d) lim
b→0

Q(b)

∫ ∫
{[0,1]2∩{|r−s|≥u}}

|r − s|−
2p−d

2 drds. (4.10)

Note that

lim
u→0+

∫ ∫
{[0,1]2∩{|r−s|≥u}}

|r − s|−
2p−d

2 drds =
8

(2 + d− 2p)(4 + d− 2p)
. (4.11)

By (4.8), (4.10), (4.11) and Lemma 6.3, we get

lim inf
t→∞

t−
4−2p+d

2

∫
Rd

Eψ
(

Mpθ

(M + 1)p

∫ t

0

1{|x+X0(s)|≥Mt1/p}

|x+X0(s)|p
ds

)
dx ≥ (1− ε)

( M

M + 1

)p
ρ3(θ, σ

2).

Bringing this back to (4.7) and by the classic estimate

logP0

{
max
s≤t
|Bs| ≤ t1/p

}
≥ −Ct

p−2
p = −o

(
t
4+d−2p

2

)
for large t and taking into account that ε can be arbitrarily small and M can be arbitrarily
large, we obtain the desired lower bound. �

4.4 Regime V: p > max
{

2, d+2
2

}
The existence of the limit is obtained by super-additivity in t, which implies the existence of
the limit. To prove the non-triviality of the limit, ψ̄ is written into two part by comparing
the distance between obstacles and the particle with a constant. When the distance is large,
we have ψ(u) ∼ 1

2
u2. When the distance is small, we have ψ(u) ∼ u. The upper bound can

be estimated directly. The lower bound is obtained using Jensen’s inequality and the scaling
property of the Brownian motion.
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It is straightforward to check that the function ψ(·) is super-additive on R+: ψ(α + β) ≥
ψ(α) + ψ(β) for α, β ≥ 0. In particular, for any t1, t2 > 0,∫

Rd
ψ

(
θ

∫ t1+t2

0

ds

|x+X0(s)−Bs|p

)
dx

≥
∫
Rd
ψ

(
θ

∫ t1

0

ds

|x+X0(s)−Bs|p

)
dx+

∫
Rd
ψ

(
θ

∫ t1+t2

t1

ds

|x+X0(s)−Bs|p

)
dx.

Notice that the two terms on the right hand side are independent and,∫
Rd
ψ

(
θ

∫ t1+t2

t1

ds

|x+X0(s)−Bs|p

)
dx

d
=

∫
Rd
ψ

(
θ

∫ t2

0

ds

|x+X0(s)−Bs|p

)
dx.

So we have that

E0 exp

{
ψ̄t1+t2(B)

}
≥ E0 exp

{
ψ̄t1(B)

}
E0 exp

{
ψ̄t2(B)

}
.

Therefore, the limit

lim
t→∞

1

t
logE0 exp

{
ψ̄t(B)

}
= ρ5(θ, σ

2)

exists as an extended constant 0 < ρ5(θ, σ
2) ≤ ∞.

Lemma 4.2 There are two finite constants C1(σ
2) and C2(σ

2) such that

C1(σ
2)θ(d−2)/(p−2) ≤ ρ5(θ, σ

2) ≤ C2(σ
2)θ(d−2)/(p−2). (4.12)

Proof: Let a > 0 and 0 < γ < 1 be fixed but arbitrary. By Pascal principle and convexity,

ψ̄t(B) ≤ ψ̄t(0) ≤ γ

∫
Rd

Eψ
(
θγ−1

∫ t

0

1{|x+X0(s)| ≥ a}
|x+X0(s)|p

ds

)
dx

+(1− γ)

∫
Rd

Eψ
(

θ

1− γ

∫ t

0

1{|x+X0(s)| < a}
|x+X0(s)|p

ds

)
dx. (4.13)

For the first term on the right hand side∫
Rd

Eψ
(
θγ−1

∫ t

0

1{|x+X0(s)| ≥ a}
|x+X0(s)|p

ds

)
dx (4.14)

≤ θ2

2γ2

∫
Rd

E
[ ∫ t

0

1{|x+X0(s)| ≥ a}
|x+X0(s)|p

ds

]2
dx.

By the computation next to (4.9),∫
Rd

E
[ ∫ t

0

1{|x+X0(s)| ≥ a}
|x+X0(s)|p

ds

]2
dx (4.15)

=

∫ t

0

∫ t

0

[ ∫
{|x|≥a}

1

|x|p
E

1{|x+X0(s)−X0(r)|≥a}

|x+X0(s)−X0(r)|p
dx

]
drds

= σ−(2p−d)
∫ t

0

∫ t

0

|r − s|−
2p−d

2 Q
(
aσ−1|r − s|−1/2

)
drds,
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where Q(b) is defined in (6.4), and the equation follows from Brownian scaling and variable
substitution.

Notice that∫ t

0

∫ t

0

|r − s|−
2p−d

2 Q
(
aσ−1|r − s|−1/2

)
drds = 2

∫ t

0

(t− s)s−
2p−d

2 Q
(
aσ−1s−1/2

)
ds. (4.16)

According to Lemma 6.4, Q(b) = O(b−(2p−d)) as b→∞. By (6.5)∫ ∞
0

s−
2p−d

2 Q
(
aσ−1s−1/2

)
ds <∞

as p > d+2
2
. Consequently, as t→∞,∫ t

0

(t− s)s−
2p−d

2 Q
(
aσ−1s−1/2

)
ds ∼ t

∫ ∞
0

s−
2p−d

2 Q
(
aσ−1s−1/2

)
ds

= 2
(σ
a

)2p−d−2
t

∫ ∞
0

s2p−d−3Q(s)ds.

Summarizing the computation, we have∫
Rd

E
[ ∫ t

0

1{|x+X0(s)| ≥ a}
|x+X0(s)|p

ds

]2
dx (4.17)

≤
(
1 + o(1)

)
a−(2p−d−2)D(d, p, σ2)t

as t→∞, where

D(d, p, σ2) = 4σ−2
∫ ∞
0

s2p−d−3Q(s)ds.

As for the second term on the right hand side of (4.13), taking K(x) = θ(1−γ)−1|x|−p1{|x|<a}
in (3.6) gives ∫

Rd
Eψ
(

θ

1− γ

∫ t

0

1{|x+X0(s)| < a}
|x+X0(s)|p

ds

)
dx (4.18)

≤
∫
{|x|<a}

ψ

(
θ

1− γ
t

|x|p

)
dx

=
( θt

1− γ

)d/p ∫
{|x|≤a(1−γ)1/p(θt)−1/p}

ψ
( 1

|x|p
)
dx

∼
( θt

1− γ

)d/p ∫
{|x|≤a(1−γ)1/p(θt)−1/p}

1

|x|p
dx

=
( θt

1− γ

)d/p dωd
d− p

ad−p
(

(1− γ)1/p(θt)−1/p
)d−p

=
θt

1− γ
dωd
d− p

ad−p, (t→∞).
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Combining (4.14), (4.17) and (4.18), we have

lim sup
t→∞

1

t
logE0 exp

{
ψ̄t(B)

}
(4.19)

≤ (2γ)−1θ2a−(2p−d−2)D(d, p, σ2) +
θdωd
d− p

ad−p.

Taking γ → 1− and choosing a to minimize the right hand side of (4.19), we see that there
is a constant C2(σ

2) (drop its dependency on d, p) such that

ρ5(θ, σ
2) ≤ C2(σ

2)θ(d−2)/(p−2).

This proves the upper bound in (4.12), and hence, the finiteness of ρ5(θ, σ2). In fact, by
elementary calculus, it is easy to show that C2(σ

2) = K(d, p)σ−2(d−p)/(p−2) with

K(d, p) =

{(
d− p

2p− d− 2

) 2p−d−2
p−2

+

(
2p− d− 2

p− 2

) 2p−d−2
d−p

}
D1(d, p)

2p−d−2
d−p

(
dωd
d− p

) 2p−d−2
p−2

,

where D1(d, p) = 1
2
σ2D(d, p, σ2).

On the other hand, let α be a constant to be decided later. By Brownian scaling, we have

1

t
logE0 exp

{
ψ̄t(B)

}
=

1

t
E0

∫
Rd

Eψ
(
θ

∫ t

0

ds

|x+X0(s)−Bs|p

)
dx

=
1

t
E0 ⊗ E

∫
Rd
ψ

(
θ1−α

∫ θαt

0

ds

|x+ θ−α/2(X0(s)−Bs)|p

)
dx

=
1

t
E0 ⊗ E

∫
Rd
ψ

(
θ1−αθαp/2

∫ θαt

0

ds

|xθα/2 +X0(s)−Bs|p

)
dx

= θ−αd/2θα
1

θαt
E0 ⊗ E

∫
Rd
ψ

(
θ1−αθαp/2

∫ θαt

0

ds

|x+X0(s)−Bs|p

)
dx.

Taking α = − 2
p−2 and letting t→∞, we see that

ρ5(θ, σ
2) ≥ θ(d−2)/(p−2) lim

t→∞

1

t
E0 ⊗ E

∫
Rd
ψ

(∫ t

0

ds

|x+X0(s)−Bs|p

)
dx

≥ θ(d−2)/(p−2)C1(σ
2)

where the existence of the limit follows from the superadditivity, and

C1(σ
2) = E0 ⊗ E

∫
Rd
ψ

(∫ 1

0

ds

|x+X0(s)−Bs|p

)
dx.

�
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4.5 Regime IV: p = d+2
2 > 2

One of the differences of Regimes IV and V is that the second term on the right hand side
of (??) does make contribution in Regime IV. A much more delicate treatment is needed for
this critical case. We first prove the upper bound.

Proposition 4.3

lim sup
t→∞

1

t log t
logE0 exp

{
ψ̄t(B)

}
≤ ρ4(θ, σ

2). (4.20)

Proof: We continuing the calculation of (4.16) of the last subsection Setting p = d+2
2
, we

consider the decomposition∫ t

0

(t− s)s−1Q
(
aσ−1s−1/2

)
ds

=

∫ b

0

(t− s)s−1Q
(
aσ−1s−1/2

)
ds+

∫ t

b

(t− s)s−1Q
(
aσ−1s−1/2

)
ds

= O(t) +
(

1 + q(b)
)
C(d, p)2d−p−1dωd(2π)−d/2Γ(d− p)

∫ t

b

(t− s)s−1ds

= O(t) +
(

1 + q(b)
)
C(d, p)2d−p−1dωd(2π)−d/2Γ(d− p)t log t, (t→∞),

where q(b)→ 0 as b→∞ and the second step follows from (6.5).

Together with (4.15) and (4.16) in last subsection, we have,∫
Rd

E
[ ∫ t

0

1{|x+X0(s)| ≥ a}
|x+X0(s)|p

ds

]2
dx (4.21)

=
(
1 + o(1)

)
2σ−2C(d, p)2d−p−1dωd(2π)−d/2Γ(d− p)t log t,

as t→∞.

The computation of the constant needs a little attention in this regime. We claim that

θ2σ−2C(d, p)2d−p−1dωd(2π)−d/2Γ(d− p) = ρ4(θ, σ
2) (4.22)

By (6.6) with the relation p = d+2
2
, the left hand side of (4.22) is equal to

2
d−4
2 dωd

( θ
σ

)2(Γ
(d− p

2

)
Γ
(p

2

) )2

= 2
d−4
2 dωd

( θ
σ

)2( Γ
(d− 2

4

)
Γ
(d− 2

4
+ 1
))2

Therefore, our assertion follows from the relation that

Γ
(d− 2

4
+ 1
)

=
d− 2

4
Γ
(d− 2

4

)
.
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In view of (4.14), (4.18) and (4.21),

lim sup
t→∞

1

t log t
logE0 exp

{
ψ̄t(B)

}
≤ γ−1ρ4(θ, σ

2).

Letting γ → 1− on the right hand side, we finish the proof of (4.20). �

It remains to establish the corresponding lower bound. Again, the truncation level a > 0 is
fixed but arbitrary. The challenge is to reverse the inequality by Taylor expansion given in
(4.14). Write Ka(x) = |x|−p1{|x|≥a} and

v(t, x) = E exp

{
− θ

∫ t

0

Ka

(
x+X0(s)

)
ds

}
, (t, x) ∈ R+ × Rd.

Lemma 4.4

lim
t→∞

1

t log t

∫
Rd

Eψ
(
θ

∫ t

0

Ka

(
x+X0(s)

)
ds

)
dx = ρ4(θ, σ

2). (4.23)

Proof: By the fundamental theorem of calculus, we have

exp

{
− θ

∫ t

0

Ka

(
x+X0(s)

)
ds

}
= 1− θ

∫ t

0

Ka

(
x+X0(s)

)
exp

{
− θ

∫ t

s

Ka

(
x+X0(u)

)
du

}
ds.

Taking expectation on the both sides, by Markov property, we have

v(t, x) = 1− θσ−d
∫ t

0

∫
Rd
pt−s

(x− y
σ

)
Ka(y)v(s, y)dyds, (4.24)

where
pt(x) =

1

(2πt)d/2
exp

{
− |x|

2

2t

}
.

Recall that ψ(x) = e−x − 1 + x. Hence,

Eψ
(
θ

∫ t

0

Ka

(
x+X0(s)

)
ds

)
= v(t, x)− 1 + θE

∫ t

0

Ka

(
x+X0(s)

)
ds

= θσ−d
∫
Rd
Ka(y)

∫ t

0

pt−s

(x− y
σ

)(
1− v(s, y)

)
dyds.

Therefore ∫
Rd

Eψ
(
θ

∫ t

0

Ka

(
x+X0(s)

)
ds

)
dx

= θ

∫
Rd
Ka(y)

∫ t

0

(
1− v(s, y)

)
dyds

= θ2σ−d
∫
Rd
Ka(y)

∫ t

0

[ ∫ s

0

∫
Rd
ps−u

(y − x
σ

)
Ka(x)v(u, x)dxdu

]
dyds

= θ2σ−d
∫
Rd

∫
Rd
Ka(x)Ka(y)

[ ∫ t

0

v(u, x)

(∫ t−u

0

ps

(y − x
σ

)
ds

)
du

]
dxdy,
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where the second step follows from (4.24).

Taking Laplace transform on the both sides, for any λ > 0∫ ∞
0

e−λt
[ ∫

Rd
Eψ
(
θ

∫ t

0

Ka

(
x+X0(s)

)
ds

)
dx

]
dt

= λ−1θ2σ−d
∫ ∫

Rd×Rd
Ka(x)Ka(y)

(∫ ∞
0

e−λtv(t, x)dt

)(∫ ∞
0

e−λtpt

(y − x
σ

)
dt

)
dxdy.

By the inequality e−x ≥ 1− x, (x ≥ 0),

v(t, x) ≥ 1− θE
∫ t

0

Ka(x+X0(s))ds = 1− θσ−d
∫
Rd

∫ t

0

Ka(z)ps

(z − x
σ

)
dsdz

Hence, ∫ ∞
0

e−λtv(t, x)dt ≥ λ−1
{

1− θσ−d
∫
Rd
Ka(z)

(∫ ∞
0

e−λtpt

(z − x
σ

)
dt

)
dz

}
≥ λ−1

{
1− θσ−d

∫
Rd
Ka(z)

(∫ ∞
0

pt

(z − x
σ

)
dt

)
dz

}
.

Notice that d ≥ 3. It is well-known that∫ ∞
0

pt(x)dt = Cd|x|−(d−2) x ∈ Rd.

Summarizing our estimate,∫ ∞
0

e−λt
[ ∫

Rd
Eψ
(
θ

∫ t

0

Ka

(
x+X0(s)

)
ds

)
dx

]
dt (4.25)

≥ λ−2θ2σ−d
{∫

Rd

∫
Rd
Ka(x)Ka(y)

(∫ ∞
0

e−λtpt

(y − x
σ

)
dt

)
dxdy

− C
∫
Rd

∫
Rd

∫
Rd
Ka(x)Ka(y)Ka(z)

1

|y − x|d−2
1

|z − x|d−2
dxdydz

}
.

For the first term on the right hand side, notice that∫ ∫
Rd×Rd

Ka(x)Ka(y)

(∫ ∞
0

e−λtpt

(y − x
σ

)
dt

)
dxdy

= σ2d

∫ ∞
0

e−λttd/2
[ ∫ ∫

Rd×Rd
Ka(σt

1/2x)Ka(σt
1/2y)p1(y − x)dxdy

]
dt

= σ2(d−p)
∫ ∞
0

e−λtt−1Q(aσ−1t−1/2)dt

∼ σ2(d−p)C(d, p)2d−p−1dωd(2π)−d/2Γ(d− p) log
1

λ
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as λ → 0+, where Q(b) is defined in (6.4) and the last step follows from (6.5) and the fact
(Lemma 6.4) that t−1Q(aσt−1/2) is bounded for t in a neighborhood of 0.

As for the second term in (4.25), notice that∫
Rd

∫
Rd
Ka(y)

1

|y − x|d−2
dy ≤

∫
Rd

∫
Rd

1

|y|p|y − x|d−2
dy = C1

1

|x|p−2
, x ∈ Rd.

Therefore, ∫
Rd

∫
Rd

∫
Rd
Ka(x)Ka(y)Ka(z)

1

|y − x|d−2
1

|z − x|d−2
dxdydz

≤ C2

∫
Rd
Ka(x)

1

|x|p−2
1

|x|p−2
dx = C2

∫
|x|≥a}

dx

|x|3p−4
<∞,

where the last step follows from the fact that 3p− 4 > d in Regime IV.

By (4.25), with p = d+2
2

lim inf
λ→0+

λ2
(

log
1

λ

)−1 ∫ ∞
0

e−λt
[ ∫

Rd
Eψ
(
θ

∫ t

0

Ka

(
x+X0(s)

)
ds

)
dx

]
dt

≥ θ2σ−2C(d, p)2d−p−1dωd(2π)−d/2Γ(d− p) = ρ4(θ, σ
2).

where the equality comes from (4.22).

On the other hand, from the relation∫
Rd

Eψ
(
θ

∫ t

0

Ka

(
x+X0(s)

)
ds

)
dx ≤ θ2

2

∫
Rd

E
[ ∫ t

0

Ka

(
x+X0(s)

)
ds

]2
dx

and from (4.17) we derive that

lim sup
λ→0+

λ2
(

log
1

λ

)−1 ∫ ∞
0

e−λt
[ ∫

Rd
Eψ
(
θ

∫ t

0

Ka

(
x+X0(s)

)
ds

)
dx

]
dt ≤ ρ4(θ, σ

2).

Consequently,

lim
λ→0+

λ2
(

log
1

λ

)−1 ∫ ∞
0

e−λt
[ ∫

Rd
Eψ
(
θ

∫ t

0

Ka

(
x+X0(s)

)
ds

)
dx

]
dt = ρ4(θ, σ

2).

(4.23) then follows from Tauberian theorem (see Lemma 2.1.1. of Yakimiv [42], p91). �

Finally, we are ready to consider the lower bounded in this regime.

Proposition 4.5

lim
t→∞

1

t log t
logE0 exp

{
ψ̄t(B)

}
= ρ4(θ, σ

2). (4.26)
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Proof: Let a > 1. We have

E0 exp
(
ψ̄t(B)

)
≥ E0 exp

{∫
Rd

Eψ
(
θ

∫ t

0

Ka

(
x+X0(s)−Bs

)
ds

)
dx

)}
≥ P0

{
max
s≤t
|Bs| ≤ 1

}
exp

{∫
Rd

Eψ
(( a

a+ 1

)p
θ

∫ t

0

Ka

(
x+X0(s)

)
ds

)
dx

}
.

Replacing θ by
(

a
a+1

)p
θ in (4.23),

lim inf
t→∞

1

t log t
logE0 exp

{
ψ̄t(B)

}
≥ ρ4

(( a

a+ 1

)p
θ, σ2

)
.

Letting a→∞ on the right hand side and then combining it with (4.20), we obtain (4.26).
�

Finally, the conclusion of Theorem 2.1 for Regime IV follows from (3.4) with K(x) = θ|x|−p
and Propositions 4.3 and 4.5.

5 Brownian motion in catalytic medium

We prove Theorem 2.2 in this section. Note that the Assumption (2.1) remains in force in
this section. The proof is splitted into three sub-sections according to the value of p.

The following notations are used in this section. For R > 0 and x ∈ Rd, B(x,R) represents
the d-dimensional ball with the center x and the radius R. Given an open domain D ⊂ Rd,
W 1,2(D) is the Sobolev space over D, defined as the closure of the inner product space of
the infinitely differentiable functions compactly supported in D under the Sobolev norm

‖g‖H =
{
‖g‖2L2(D) + ‖∇g‖2L2(D)

}1/2

Write
Fd(D) =

{
g ∈ W 1,2(D); ‖g‖L2(D) = 1

}
In particular, Fd = Fd(Rd).

5.1 Sub-critical case p < 2

The strategy of the proof is as follows: For the upper bound, a direct use of Pascal principle
enables us to assume the particle is motionless. For the lower bound, we restrict ourselves to
the event that the particle is almost motionless in the sense of

{
sups≤t |Bs| ≤ ε

}
. Although

the probability of this event tends to 0 as t → ∞, its rate is much slower than double
exponential.
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Given 0 < γ < 1, by convexity of Ψ(·), we have∫
Rd

EΨ

(
θ

∫ t

0

ds

|x+X0(s)|p

)
dx (5.1)

≤ (1− γ)

∫
Rd

EΨ

(
θ

1− γ

∫ t

0

1{|x+X0(s)| > t1/p}
|x+X0(s)|p

ds

)
dx

+ γ

∫
Rd

EΨ

(
γ−1θ

∫ t

0

1{|x+X0(s)| ≤ t1/p}
|x+X0(s)|p

ds

)
dx.

For the first term, by Jensen inequality, we get∫
Rd

Ψ

(
θ

1− γ

∫ t

0

1{|x+X0(s)| > t1/p}
|x+X0(s)|p

ds

)
dx

≤ 1

t

∫ t

0

∫
Rd

Ψ

(
θ

1− γ
t1{|x+X0(s)| > t1/p}

|x+X0(s)|p
ds

)
dxds

=

∫
{|x|≥t1/p}

Ψ

(
θ

1− γ
t

|x|p

)
dx

=
( θt

1− γ

)d/p ∫
{|x|≥(1−γ)1/pθ−1/p}

Ψ

(
1

|x|p

)
dx <∞. (5.2)

As for the second term of (5.1), we use the bound∫ t

0

1{|x+X0(s)| ≤ t1/p}
|x+X0(s)|p

ds ≤ 1{|x|≤t1/p+maxs≤t |X0(s)|} sup
x∈Rd

∫ t

0

ds

|x+X0(s)|p
.

Consequently,∫
Rd

EΨ

(
γ−1θ

∫ t

0

1{|x+X0(s)| ≤ t1/p}
|x+X0(s)|p

ds

)
dx (5.3)

≤ ωdE

[(
t1/p + max

s≤t
|X0(s)|

)d
Ψ

(
γ−1θ sup

y∈Rd

∫ t

0

ds

|y +X0(s)|p

)]

≤ ωdE

[(
t1/p + max

s≤t
|X0(s)|

)d
exp

{
γ−1θ sup

y∈Rd

∫ t

0

ds

|y +X0(s)|p

}]

≤ ωd

{
E
(
t1/p + max

s≤t
|X0(s)|

) d
1−γ
}1−γ

(
E exp

{
γ−2θ sup

y∈Rd

∫ t

0

ds

|y +X0(s)|p

})γ

.

By Theorem 1.3 in [1],

E exp

{
γ−2θ sup

y∈Rd

∫ t

0

ds

|y +X0(s)|p

}
<∞. (5.4)
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It follows from (5.1)-(5.4) that∫
Rd

EΨ

(
θ

∫ t

0

ds

|x+X0(s)|p

)
dx <∞.

From (3.5) and (3.10), therefore, we obtain (2.6).

Further, according to Theorem 1.3, [1],

lim
t→∞

1

t
logE exp

{
γ−2θ sup

y∈Rd

∫ t

0

ds

|y +X0(s)|p

}
= sup

g∈Fd

{
γ−2θσ−p

∫
Rd

g2(x)

|x|p
dx− 1

2

∫
Rd
|∇g(x)|2dx

}
=

2− p
2

p
p

2−p

(
γ−2θσ−pγ(d, p)

) 2
2−p
,

where Fd = {g ∈ W 1,2(Rd); ‖g‖2 = 1}, and the last step follows from Lemma 7.3, [10].

By (5.1), (3.5) and (3.10) again,

lim sup
t→∞

1

t
log logE0 ⊗ E exp

{
θ

∫ t

0

V (s, Bs)ds

}
≤ 2− p

2
p

p
2−p

(
γ−2θσ−pγ(d, p)

) 2
2−p
.

Letting r → 1− on the right hand side leads to the desired upper bound for (2.7).

We now establish the lower bound for (2.7). Given ε > 0, we estimate as follows

E0 exp

{∫
Rd

EΨ

(
θ

∫ t

0

ds

|x+X0(s)−Bs|p

)
dx

}
(5.5)

≥ P0

{
max
s≤t
|Bs| ≤

ε

2

}
exp

{∫
{|x|≤ ε

2
}
EΨ

(
θ

∫ t

0

ds(
|x+X0(s)|+ ε

2

)p)dx}
≥ P0

{
max
s≤t
|Bs| ≤

ε

2

}
exp

{
ωd

( ε
2

)d
EΨ

(
θ

∫ t

0

ds(
ε+ |X0(s)|

)p)}.
By the fact that Ψ(b) ∼ eb as b→∞,

lim inf
t→∞

1

t
logEΨ

(
θ

∫ t

0

ds(
ε+ |X0(s)|

)p)
= lim inf

t→∞

1

t
logE exp

{
θ

∫ t

0

ds(
ε+ |X0(s)|

)p}
= sup

g∈Fd

{
θ

∫
Rd

g2(x)

(ε+ σ|x|)p
dx− 1

2

∫
Rd
|∇g(x)|2dx

}
,

where the last step follows from a standard treatment of LDP by Feynman-Kac formula (see,
e.g., Theorem 1.6, Chapter 4, [9]).

31



Since ε > 0 can be arbitrarily small, we obtain

lim inf
t→∞

1

t
log logE0 exp

{∫
R3

EΨ

(
θ

∫ t

0

ds

|x+X0(s)−Bs|p

)
dx

}
(5.6)

≥ sup
g∈Fd

{
θσ−p

∫
Rd

g2(x)

|x|p
dx− 1

2

∫
Rd
|∇g(x)|2dx

}
.

Thus, the desired lower bound for (2.7) follows from (3.5) and the fact (Lemma 7.3, [10])
that the supremum above is equal to the constant appearing on the right hand side of (2.7).
�

5.2 Critical case p = 2 and d = 3

For this critical case, a much more delicate treatment than that of last subsection is needed.

Proposition 5.1 If θ > σ2/8, then

E0 exp

{∫
R3

EΨ

(
θ

∫ t

0

ds

|x+X0(s)−Bs|p

)
dx

}
=∞, (t > 0). (5.7)

Proof: Let t > 0 be fixed. Given ε > 0, by modifying (5.5) slightly,

E0 exp

{∫
R3

EΨ

(
θ

∫ t

0

ds

|x+X0(s)−Bs|2

)
dx

}
(5.8)

≥ P0

{
max
s≤t
|Bs| ≤ ε

}
exp

{∫
{|x|≤1}

EΨ

(
θ

∫ t

0

ds(
ε+ |x+X0(s)|

)2)dx}.
Let 0 < δ < t be fixed but arbitrary. By (3.16) in Lemma 3.5, [13]∫

{|x|≤1}
E exp

{
θ

∫ t

0

ds(
ε+ |x+X0(s)|

)2}dx
≥ (2πδ)3/2 exp

{
− δε−2 + t sup

g∈F3(B(0,1))

(
θ

∫
B(0,1)

g2(x)

(ε+ σ|x|)2
dx− 1

2

∫
B(0,1)

|∇g(x)|2dx
)}

.

By Lemma 6.2, there is a small a > 0 such that

sup
g∈F3(B(0,aε−1))

{
θ

∫
{|x|≤aε−1}

g2(x)

(a+ σ|x|)2
dx− 1

2

∫
{|x|≤aε−1}

|∇g(x)|2dx
}
≥ t−1

for sufficiently small ε > 0.

By the substitution g(x) =
(
ε
a

)3/2
f
(
ε
a
x
)
, therefore,

sup
g∈F3(B(0,1))

(
θ

∫
B(0,1)

g2(x)

(ε+ σ|x|)2
dx− 1

2

∫
B(0,1)

|∇g(x)|2dx
)
≥ t−1

(a
ε

)2
.
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Take δ < a2. We conclude that there is γ > 0 such that∫
{|x|≤1}

E exp

{
θ

∫ t

0

ds(
ε+ |x+X0(s)|

)2}dx ≥ exp
{(γ

ε

)2}
for all small ε > 0. By the fact that∫

{|x|≤1}
EΨ

(
θ

∫ t

0

ds(
ε+ |x+X0(s)|

)2}dx)
=

∫
{|x|≤1}

E exp

{
θ

∫ t

0

ds(
ε+ |x+X0(s)|

)2}dx− 4

3
π − t

∫
{|x|≤1}

dx(
ε+ |x|

)2 ,
we have ∫

{|x|≤1}
EΨ

(
θ

∫ t

0

ds(
ε+ |x+X0(s)|

)2}dx) ≥ exp
{(γ

ε

)2}
,

for a possibly different γ > 0.

By the classic estimate

P0

{
max
s≤t
|Bs| ≤ ε

}
≥ 1− c1 exp

{
− c2ε2

}
for some constants c1, c2 > 0, and by (5.8),

E0 exp

{∫
R3

EΨ

(
θ

∫ t

0

ds

|x+X0(s)−Bs|2

)
dx

}
≥
(

1− c1 exp
{
− c2ε2

})
exp

{
exp

{(γ
ε

)2}}
−→∞ (ε→ 0+).

This implies (5.7). �

Proposition 5.2 If θ < σ2/8, then∫
R3

EΨ

(
θ

∫ 1

0

ds

|x+X0(s)|2

)
dx <∞. (5.9)

Proof: Let 0 < γ < 1 be sufficiently close to 1 so that γ−1θ < σ2/8. By convexity∫
R3

EΨ

(
θ

∫ 1

0

ds

|x+X0(s)|2

)
dx

≤ (1− γ)

∫
R3

EΨ

(
θ

1− γ

∫ 1

0

1{|x+X0(s)| > 1}
|x+X0(s)|2

ds

)
dx

+ γ

∫
R3

EΨ

(
θ

γ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

)
dx.
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By Jensen’s inequality, ∫
R3

Ψ

(
θ

1− γ

∫ 1

0

1{|x+X0(s)| > 1}
|x+X0(s)|2

ds

)
dx

≤
∫
R3

∫ 1

0

Ψ

(
θ

1− γ
1{|x+X0(s)| > 1}
|x+X0(s)|2

)
dxds

=

∫
{|x|≥1}

Ψ
( θ

1− γ
1

|x|2
)
dx <∞.

To prove (5.9), therefore, all we need is to show is that for any θ < σ2/8,∫
R3

EΨ

(
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

)
dx <∞. (5.10)

Write τn = inf{s ≥ 0; |X0(s)| ≥ 2n} (n = 0, 1, · · · ). We have∫
R3

EΨ

(
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

)
dx

=

∫
R3

E

[
Ψ

(
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

)
; τ0 ≥ 1

]
dx

+
∞∑
n=0

∫
R3

E

[
Ψ

(
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

)
; τn < 1 ≤ τn+1

]
dx.

By the fact that Ψ(0) = 0,∫
R3

E

[
Ψ

(
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

)
; τ0 ≥ 1

]
dx

=

∫
{|x|≤2}

E

[
Ψ

(
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

)
; τ0 ≥ 1

]
dx

and ∫
R3

E

[
Ψ

(
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

)
; τn < 1 ≤ τn+1

]
dx

=

∫
{|x|≤2n+1+1}

E

[
Ψ

(
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

)
; τn < 1 ≤ τn+1

]
dx

≤
∫
{|x|≤2n+2}

E

[
Ψ

(
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

)
; τn < 1 ≤ τn+1

]
dx.
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By the inequality Ψ(b) ≤ eb for b ≥ 0, therefore,∫
R3

EΨ

(
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

)
dx (5.11)

≤
∫
{|x|≤2}

E

[
exp

{
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

}
; τ0 ≥ 1

]
dx

+
∞∑
n=0

∫
{|x|≤2n+2}

E

[
exp

{
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

}
; τn < 1 ≤ τn+1

]
dx.

Take α, β > 1 such that α−1 + β−1 = 1 and that αθ < σ2/8. By Hölder inequality∫
{|x|≤2n+2}

E

[
exp

{
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

}
; τn < 1 ≤ τn+1

]
dx

≤
{4

3
π23(n+2)P{τn < 1}

}1/β

×

{∫
{|x|≤2n+2}

E

[
exp

{
αθ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

}
; τn+1 ≥ 1

]
dx

}1/α

.

For each x ∈ R3 with |x| ≤ 2n+2, write

Tx = inf
{
s ≥ 0; |x+X0(s)| ≥ 2n+3

}
.

Then we have∫
{|x|≤2n+2}

E

[
exp

{
αθ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

}
; τn+1 ≥ 1

]
dx

≤
∫
{|x|≤2n+3}

E

[
exp

{
αθ

∫ 1

0

ds

|x+X0(s)|2

}
;Tx ≥ 1

]
dx

≤ 4

3
π23(n+3) exp

{
sup

g∈Fd(B(0,2n+3))

(
αθσ−2

∫
B(0,2n+3)

g2(x)

|x|2
dx− 1

2

∫
B(0,2n+3)

|∇g(x)|2dx
)}

,

where the last step follows from Lemma 4.1, [10].

Notice that αθσ−2 < 1/8. By (6.3) the g-variation on the right hand side is equal to zero.
Hence, ∫

{|x|≤2n+2}
E

[
exp

{
θ

∫ 1

0

1{|x+X0(s)| ≤ 1}
|x+X0(s)|2

ds

}
; τn < 1 ≤ τn+1

]
dx

≤ 4

3
π23(n+3)

(
P{τn < 1}

)1/β
≤ C12

3n exp
{
− C22

2n
}
.

A similar argument shows that the first term on the right hand side of (5.11) is finite. Hence,
we have proved (5.10), and therefore (5.9).
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For any t > 0, by (3.10)

E0 exp

{∫
R3

EΨ

(
θ

∫ t

0

ds

|x+X0(s)−Bs|2

)
dx

}
(5.12)

≤ exp

{∫
R3

EΨ

(
θ

∫ t

0

ds

|x+X0(s)|2

)
dx

}
= exp

{
t3/2

∫
R3

EΨ

(
θ

∫ 1

0

ds

|x+X0(s)|2

)
dx

}
,

where the last step follows from Brownian scaling and variable substitution. By (5.9) the
right hand side is finite. Combining this bound with (5.7), by (3.5) (with K(x) = θ|x|−p) we
have proved (2.8). �

Finally, we are ready to prove the limit (2.9). Using (3.10) and (3.5), the upper bound for
(2.9) follows from (5.12) directly. As for the lower bound, notice that

E0 exp

{∫
R3

EΨ

(
θ

∫ t

0

ds

|x+X0(s)−Bs|2

)
dx

}
= E0 exp

{
t3/2

∫
R3

EΨ

(
θ

∫ 1

0

ds

|x+X0(s)−Bs|2

)
dx

}
Thus, the lower bound follows from the same argument as in Subsection 4.2. �

5.3 Super-critical case p > 2

Let t > 0 be fixed. By Jensen’s inequality,

E0 exp

{∫
Rd

EΨ

(
θ

∫ t

0

ds

|x+X(s)−Bs|p

)
dx

}
≥ exp

{∫
Rd

E0 ⊗ EΨ

(
θ

∫ t

0

ds

|x+X0(s)−Bs|p

)
dx

}
= exp

{∫
Rd

EΨ

(
θ

∫ t

0

ds

|x+
√

1 + σ−2X0(s)|p

)
dx

}
.

Hence, (2.10) follows from (3.5) and the estimate∫
Rd

EΨ

(
θ

∫ t

0

ds

|x+
√

1 + σ−2X0(s)|p

)
dx

≥ P
{

max
s≤t
|X0(s)| ≤

ε√
1 + σ−2

}∫
{|x|≥2ε}

Ψ
( tθ

2p|x|p
}
dx

≥ exp
{
− c1ε−2

}
exp

{
− c2ε−p

}
−→∞, (ε→ 0+).

�
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6 Appendix

In this section, we prove some technical results used in the main body of the paper.

6.1 Hardy inequality

Hardy’s inequality plays an important role in this paper. Searching in literature, we have
found large amount of versions of Hardy’s inequality (i.e., [29] and [33]) but the form needed
in this paper. For reader’s convenience, we state Hardy’s inequality for d = 3 in the following
lemma and provide a short proof.

Lemma 6.1 For any f ∈ W 1,2(R3),∫
R3

f 2(x)

|x|2
dx ≤ 4

∫
R3

|∇f(x)|2dx. (6.1)

Further, the number 4 is the best constant in the sense that for any ε > 0 one can find a
function fε ∈ W 1,2(R3) with compact support such that∫

R3

f 2
ε (x)

|x|2
dx > (4− ε)

∫
R3

|∇fε(x)|2dx. (6.2)

Proof: Write x = (x1, x2, x3). Using integration by parts∫
R3

f 2(x)

|x|2
dx =

∫
R3

xj

[ 2xi
|x|4

f 2(x)− 2

|x|2
f(x)

∂f

∂xj

]
dx j = 1, 2, 3.

Summing over j on the both sides

3

∫
R3

f 2(x)

|x|2
dx = 2

∫
R3

[f 2(x)

|x|2
− ∇f · x
|x|2

f(x)
]
dx.

Thus,∫
R3

f 2(x)

|x|2
dx = −2

∫
R3

∇f · x
|x|

f(x)

|x|
dx ≤ 2

(∫
R3

|∇f · x|2

|x|2
dx

)1/2(∫
R3

f 2(x)

|x|2
dx

)1/2

.

Therefore, ∫
R3

f 2(x)

|x|2
dx ≤ 4

∫
R3

|∇f · x|2

|x|2
dx ≤ 4

∫
R3

|∇f(x)|2dx.

To establish (6.2), for each large M > 0, we define gM ∈ W 1,2(R3) as following:

gM(x) =



M1/2 0 ≤ |x| ≤M−1

|x|−1/2 M−1 < |x| ≤M

2M − |x|
M3/2

M < |x| ≤ 2M

0 |x| > 2M.
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It is straightforward to exam that gM is locally supported and∫
R3

g2M(x)

|x|2
dx =

{
4− 28

(7

3
+

1

2
logM

)−1}∫
R3

|∇gM(x)|2dx.

For each ε > 0, take M > 0 sufficiently large so

28
(7

3
+

1

2
logM

)−1
< ε

and let fε(x) = gM(x). �

What has been used in this paper is the following version of Hardy’s inequality.

Lemma 6.2 For any θ > 0,

sup
g∈F3

{
θ

∫
R3

g2(x)

|x|2
dx− 1

2

∫
R3

|∇g(x)|2dx
}

=

0 if θ ≤ 1/8,

∞ if θ > 1/8.
(6.3)

Proof: By Hardy’s inequality, the left hand side of (6.3) is non-positive when θ < 1/8. On
the other hand, it is no less than

−1

2
inf
g∈F3

∫
R3

|∇g(x)|2dx

which is equal to zero. Thus, for θ ≤ 1/8,

sup
g∈F3

{
θ

∫
R3

g2(x)

|x|2
dx− 1

2

∫
R3

|∇g(x)|2dx
}

= 0.

Assume θ > 1/8. By the optimality of Hardy’s inequality described in (6.2),

H(θ) ≡ sup
g∈F3

{
θ

∫
R3

g2(x)

|x|2
dx− 1

2

∫
R3

|∇g(x)|2dx
}
> 0.

Given a > 0, the substitution g(x) = a3/2f(ax) leads to H(θ) = a2H(θ). So M(θ) =∞. �

6.2 An auxiliary limit result

Let
Q(b) =

∫
{|x|≥b}

1

|x|p
E

1{|x+ U | ≥ b}
|x+ U |p

dx (b ≥ 0) (6.4)

with U ∼ N(0, Id). In this subsection, we give the limiting behaviors of Q(b) as b→ 0+ and
as b→∞, respectively.
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Lemma 6.3

lim
b→0+

Q(b) = E
∫
Rd

1

|x|p
1

|x+ U |p
dx = C(d, p)E|U |−(2p−d) (6.5)

= C(d, p)2d−p−1dωd(2π)−d/2Γ(d− p),

where

C(d, p) = πd/2
Γ2
(d− p

2

)
Γ
(2p− d

2

)
Γ2
(p

2

)
Γ(d− p)

. (6.6)

Proof: The first equality follows from the monotone convergence theorem. The second follows
from the identity (see p.118, [15] or p.118, (8), [37])∫

Rd

1

|x− y|p
1

|x− z|p
dx = C(d, p)

1

|y − z|2p−d
y, z ∈ Rd. (6.7)

�

Lemma 6.4 Under d/2 < p < d, we have

lim
b→∞

b2p−dQ(b) =
dωd

2p− d
. (6.8)

Proof: By variable substitution, we have,∫
{|x|≥b}

1

|x|p
1{|x+ U | ≥ b}
|x+ U |p

dx

= |U |−(2p−d)
∫
{|x|≥b|U |−1}

1

|x|p
1{|x+ |U |−1U | ≥ b|U |−1}

|x+ |U |−1U |p
dx

= |U |−(2p−d)H
(
b|U |−1

)
,

where
H(b) =

∫
{|x|≥b}

1

|x|p
1{|x+ x0| ≥ b}
|x+ x0|p

dx,

x0 is a fixed point with |x0| = 1, and the last step follows from the fact that H(b) does not
depend on the location of x0 on the unit sphere. Thus,

Q(b) = E|U |−(2p−d)H
(
b|U |−1

)
=

∫
Rd

dx

|x|p|x+ x0|p

[ ∫
Rd

1{|y| ≥ b|x|−1}1{|y| ≥ b|x+ x0|−1}
|y|2p−d

p1(y)dy

]
dx

∼
∫
{|x|≥C}

dx

|x|p|x+ x0|p

[ ∫
Rd

1{|y| ≥ b|x|−1}1{|y| ≥ b|x+ x0|−1}
|y|2p−d

p1(y)dy

]
dx,
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where p1(x) is the density of the d-dimensional standard normal distribution, C > 0 is a
large but fixed constant. By the fact that C � 1 = |x0|, for b→∞, we have

Q(b) ∼ q(C)

∫
{|x|≥C}

dx

|x|2p

[ ∫
{|y|≥b|x|−1}

1

|y|2p−d
p1(y)dy

]
= q(C)

∫
Rd

1

|y|2p−d
p1(y)

[ ∫
{|x|≥max{C,b|y|−1}}

dx

|x|2p

]
dy

= q(C)
dωd

2p− d

∫
Rd

1

|y|2p−d
p1(y) min

{
1

C2p−d ,
( |y|
b

)2p−d}
dy

= q(C)
dωd

2p− d
1

C2p−d

∫
{|y|≥C−1b}

1

|y|2p−d
p1(y)dy

+ q(C)
dωd

2p− d
1

b2p−d

∫
{|y|≤C−1b}

p1(y)dy,

where q(C)→ 1 as C →∞. The first term on the right hand side is obviously negligible. �
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