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Abstract

In [14], a method of renormalization was proposed for constructing some more phys-
ically realistic random potentials in a Poisson cloud. This paper is devoted to the
detailed analysis of the asymptotic behavior of the annealed negative exponential mo-
ments for the Brownian motion in a renormalized Poisson potential. The main results
of the paper are applied to studying the Lifshitz tails asymptotics of the integrated den-
sity of states for random Schroédinger operators with their potential terms represented
by renormalized Poisson potentials.
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1 Introduction

This paper is motivated by the model of Brownian motion in Poisson potential, which de-
scribes how a Brownian particle survives from being trapped by the Poisson obstacles. We
recall briefly the general set-up of that model, referring the reader to the book by Sznitman
[66] for a systematic representation, to [47] for a survey, and to [6], [7], [33], [57] for specific
topics and for recent development on this subject.

Let w(dr) be a Poisson field in RY with intensity measure v dz, and let B be an indepen-
dent Brownian motion in R?. Throughout, P and E denote the probability law and the
expectation, respectively, generated by the Poisson field w(dx), while P, and E, denote the
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probability law and the expectation, respectively, generated by the Brownian motion B with
By = z. For a properly chosen (say, continuous and compactly supported) non-negative func-
tion K on R? (known as a shape function), define the respective random function (known as
a Poisson potential)

Vie)= | Kly-a)wldy), (1.1)

R

which heuristically represents the net force at € R? generated by the Poisson obstacles.
The model of Brownian motion in a Poisson potential is defined in two different settings. In
the quenched setting, the set-up is conditioned on the random environment created by the
Poisson obstacles, and the model is described in the terms of the Gibbs measure i, defined

du’tw 1 ! !
=~ =——exps — | V(Bus)dsp, Zi,=Eoexps — [ V(Bus)ds . (1.2)
dPy Lt 0 0

Here k is a positive parameter, responsible for the time scaling s — ks, introduced here
for further references convenience. In the annealed setting, the model averages on both the
Brownian motion and the environment, and respective Gibbs measure p, is defined by

dyug 1 /t } { /t }
a2 ool — [ viBLdsY, Z —E®E — [ V(Bdss. (13
iPeP) ~ Z exp{ i (Bys)ds : ® Eq exp ; (Bps)ds (1.3)

Heuristically, the integral
t
J/ V(Bu)ds (1.4)
0

measures the total net attraction to which the Brownian particle is subject up to the time
t, and henceforth, under the law ., or p,, the Brownian paths heavily impacted by the
Poisson obstacles are penalized and become less likely.

In the Sznitman’s model of “soft obstacles”, the shape function K is assumed to be locally
bounded and compactly supported. However, these limitations may appear to be too restric-
tive in certain cases. Important particular choice of a shape function, physically motivated
by the Newton’s law of universal attraction, is

K(z) = 02|, zeRY (1.5)

which clearly is both locally unbounded and supported by whole RY. This discrepancy is
not just a formal one, and brings serious problems. For instance, under the choice (1.5), the
integral (1.1) blows up at every z € R? when p < d.

To resolve such a discrepancy, in a recent paper ([14]) it was proposed to consider, apart
with a Poisson potential (1.1), a renormalized Poisson potential

Viz)= [ K(y—a)w(dy) — vdy). (1.6)

Rd



Assume for a while that K is locally bounded and compactly supported. Then

V(z)= | K(y—a)w(dy) —vdyl= | K(y—z)w(dy)—v | K(y—x)dy

R4 R4 R4

=V(z)—v [ K(y)dy,
Rd
that is V —V =const. Consequently, replacing V by V in (1.2) and (1.3) does not change the
measures [, and p; because both the exponents therein and the normalizers Z;,, and Z,
are multiplied by the same constant ¢'V(0) (this is where the word “renormalization” comes
from). On the other hand, for unbounded and not locally supported K, the renormalized
potential (1.6) may be well defined while the potential (1.1) blows up. The most important
example here is the shape function (1.5) under the assumption d/2 < p < d. In that case V
is well defined, as well as the Gibbs measures

I, 1 't . -
= _—exp{ — / V(B,is)ds}, Ziw = Eo exp{ — / V(Bﬁs)ds}, (1.7)
dPy Lt 0 ’ 0

dg, 1 - - b
APoP) 7, eXp{ /OV(BHs)ds}, Zt—]E®]Eoexp{ /OV(Bﬁs)dS . (1.8)

see Corollary 1.3 [14]. We use separate notation i, 11, because the Gibbs measures (1.2)
and (1.3) are not well defined now.

The above exposition shows that, using the notion of the renormalized Poisson potential,
one can extend the class of the shape functions significantly. Note that, in general, the
domain of definition for (1.6) does not include the one for (1.1). For instance, for the shape
function (1.5) the potential V and the renormalized potential V are well defined under the
mutually excluding assumptions p > d and d/2 < p < d, respectively. This, in particular,
does not give one a possibility to define respective Gibbs measures in a uniform way. This
inconvenience is resolved in the terms of the Poisson potential V", partially renormalized at
the level h, see Chapter 6 [14]|. By definition,

Vh(z) = /R (K(y ) - h)+w(dy) n /R (K(y —2)A h) w(dy) — vdy), (1.9)

where h € [0,00] is a renormalization level. Clearly, V? = V,V>® = V. It is known
(see Chapter 6 [14]) that V" is well defined for every h € (0,400) as soon as V"' is well
defined for some A’ € [0,+00], and in that case there exists a constant C p s such that
Vh -V = vCr p- This makes it possible to define the respective Gibbs measures in a
uniform way, replacing V in (1.2), (1.3) by V" with (any) h € (0, +00). In addition, such a
definition extends the class of shape functions: for K given by (1.5), V" with h € (0, 4+00)
is well defined for p > d/2.

The main objective of this paper is to study the asymptotic behavior, as t — +o00, of the
annealed exponential moments

E ® Ey exp{ _ L /OtV(Bm)ds}. (1.10)

o
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This problem is clearly relevant with the model discussed above: in the particular case
k = 1,04 = 1, this is just the natural question about the limit behavior of the normalizer
Z,; in the formula (1.3) for the annealed Gibbs measure. In the quenched setting, similar
problem was studied in the recent paper ([13]). In some cases, we also consider (1.10) with
a renormalized Poisson potential V replaced by either a Poisson potential V or a partially
renormalized potential V" with h € (0, 4+00).

The function ¢y in (1.10) appears, on one hand, because of our further intent to study in
further publications the a.s. behavior

On the other hand, this function can be naturally included into the initial model. One
can think about making penalty (1.4) to be additionally dependent on the length of the
time interval by dividing the total net attraction for the Brownian particle by some scaling
parameter. Because of this interpretation, further on we call the function «; a “scale”.

Let us discuss two other mathematically related problems, studied extensively both in math-
ematical and in physical literature. The first one is known as the continuous parabolic

Anderson model
Owu(t, z) = kAu(t,x) £ Q(z)u(t, z),
(1.11)
uw(0,2) =1, x€R%

This problem appears in the context of chemical kinetics and population dynamics. Its name
goes back to the work by Anderson [4] on entrapment of electrons in crystals with impurities.
In the existing literature, the random field () is usually chosen as the Poisson potential V,
with the shape function K assumed to be bounded (and often locally supported), so that the
potential function (1.1) can be defined. A localized shape is analogous to the usual set-up
in the discrete parabolic Anderson model, where the potential {Q(az); x € Zd} is an i.i.d.
sequence; we refer the reader to the monograph [10| by Carmona and Molchanov for the
overview and background of this subject.

On the other hand, there are practical needs for considering the shape functions of the type
(1.5), which means that the environment has both a long range dependency and extreme
force surges at the locations of the Poison obstacles. To that end we consider (1.11) with a
renormalized Poisson potential V instead of Q. Note that, in that case, the field Q represents
fluctuations of the environment along its “mean field value” rather than the environment
itself, although this “mean field value” may be infinite.

It is well known that (1.11) is solved by the following Feynman-Kac representation

u(t,z) = By exp { 4 /OtQ(Bm)ds} (1.12)

when @ is Hélder continuous and satisfies proper growth bounds. When Q = V with K
from (1.5), local unboundedness of K induces local irregularity of ) (Proposition 2.9 in [14]),
which does not allow one to expect that the function (1.12) solves (1.11) in the strong sense.
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However, it is known (Proposition 1.2 and Proposition 1.6 in [14]) that under appropriate
conditions the function (1.12) solves (1.11) in the mild sense. It is a local unboundedness
of K again, that brings a serious asymmetry to the model, making essentially different the
cases “+” and “—" of the sign in the right hand sides of (1.11) and (1.12). For the sign “—",
the random field (1.12) is well defined and integrable for d/2 < p < d (Theorem 1.1 in [14]).
For the sign “+”, the random field (1.12) is not integrable for any p. On the other hand, the
random field (1.12) is well defined for d/2 < p < min(2,d) (Theorem 1.4 and Theorem 1.5
in [14]).

In view of (1.12), our main problem relates immediately to the asymptotic behavior of the
moments of the solution to the parabolic Anderson problem (1.11) with the sign “—”. Here
we cite [8], [10], [11], [17], [18], [27], [29], [30], [31], [32], [65] as a partial list of the publications

that deal with various asymptotic topics related to the parabolic Anderson model.

Another problem related to our main one is the so called Lifshitz tails asymptotic behavior
of the integrated density of states function N of a random Schrédinger operator of the type

H=—-ZA+Q. (1.13)

This function, written IDS in the sequel, is a deterministic spectral mean-field characteristic
of H. Under quite general assumptions on the random potential ), it is well defined as

where {\;} is the set of eigenvalues for the operator H in a cube U with the Dirichlet
boundary conditions, |U| denotes the Lebesgue measure of U in R? and the limit pass is
made w.r.t. a sequence of cubes which has same center and extends to the whole R?. The
classic references for the definition of the IDS function are [54] and [38], see also a brief
exposition in Sections 2 and 5.1 below.

Heuristically, the bottom (that is, the left-hand side) A of the spectrum of H mainly de-
scribes the low-temperature dynamics for a system defined by the Hamiltonian (1.13). This
motivates the problem of asymptotic behavior of log N(A), A N\, Ao, studied extensively in
the literature. The name of the problem goes back to the papers by Lifshitz [49], [50], we
also give [22], [23], [28], [35], [37], [38], [40], [39], [41], [42], [43], [44], [45], [46], [48], [52], |53],
[54], [55], [56], [63], [64], [66] as a partial list of references on the subject.

Connection between the Lifshitz tails asymptotics for the IDS function N and the problem
discussed above is provided by the representation for the Laplace transform of V:

¢
/e_’\th()\) = (ZWﬁt)_%E ® Ef) exp {—/ Q(Bss) ds} , t>0.
R 0

Here Eff denotes the distribution of the Brownian bridge, i.e. the Brownian motion con-
ditioned by B,; = 0. Our estimates for (1.10) appear to be process insensitive to some
extent, and remain true with Eg in (1.10) replaced by ]E’gfo. This, via appropriate Tauberian
theorem, provides information on Lifshitz tail asymptotics for the respective IDS function
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N. Note that, in this case, the asymptotic behavior of the log N(\) as A — —oo should be
studied because the bottom of the spectrum is equal A\g = —oo, unlike the (usual) Poisson
case where \g = 0. This difference is caused by the renormalization procedure, which brings
the negative part to the potential.

We now outline the rest of the paper. The main results about negative exponential moments
for annealed Brownian motion in a renormalized Poisson potential are collected in Theorem
2.1. They are formulated for the shape function defined by (1.5). Depending on p in this
definition, we separate three cases

ap = o(tdﬁgp), t — o0 (1.14)
¢ = o(ay), t— o0; (1.15)
d+2—p .
ap ~at a2 with some « >0, t— oo, (1.16)

calling them a “light scale”, a “heavy scale”, and a “critical” case, respectively. There is a
close analogy between our “light” vs. “heavy” scale classification for a renormalized Poisson
potential, and the well known “classic” vs. “quantum” regime classification for a (usual)
Poisson potential; see detailed discussion in Section 2.

In all three cases listed above, our approach relies on the identity

E®Ewm[ﬁil%ﬁﬂﬂﬁ}:Ewnwhéy(éﬂu@)dﬂ (1.17)

—e " —1+4u, (1.18)

£(t, x) /K ks — ) ds; (1.19)

see Proposition 2.7 and Proposition 3.1 in [14].

with

Further analysis of the Wiener integral in the r.h.s. of (1.17) in the light scale case is quite
straightforward. First, the upper bound follows from Jensen’s inequality and is “universal”
in the sense that the Brownian motion B therein can be replaced by an arbitrary process.
Then we choose a ball in the Wiener space, which simultaneously is “sufficiently heavy”
in probability and “sufficiently small” in size. This smallness allows one to transform the
integral in the r.h.s. of (1.17) into

Lo (& [ rw)orms (i)

which after a straightforward transformation gives a lower bound that coincides with the
universal upper bound obtained before.

We call this approach the “small heavy ball method”. It is quite flexible, and by means
of this method we also give a complete description of the light scale asymptotic behavior
for a Poisson potential V' and a partially renormalized Poisson potential V" (Theorem 2.4).
This method differs from the functional methods, typical in the field, which go back to the



paper 55| by Pastur. It gives a new and transparent principle explaining the transition from
quantum to classical regime; note that the phenomenology of such a transition is a problem
discussed in the literature intensively, see Section 3.5, [41] for a detailed overview. In the
context of the small heavy ball method, we can identify the classic regime with the situation
where a sufficient amount of Brownian paths stay in a suitable neighborhood. So the relation
V(By:) =~ V(0) donimates in this regime.

In the quantum regime, i.e. in the critical and the heavy scale cases, the contribution of
Brownian paths can not be neglected. In this situation, the key role in our analysis of the
Wiener integral in the r.h.s. of (1.17) is played by a large deviations result (Theorem 4.1)
formulated and proved in Section 4. In the same section, by means of appropriate rescaling
procedure, the asymptotics of the Wiener integral in the r.h.s. of (1.17) in the quantum
regime is obtained. In the heavy scale case, this asymptotics appears to be closely related to
the large deviations asymptotics for a Brownian motion in a Wiener sheet potential, studied
in ([15]); we discuss this relation in Section 4.4.

Finally, we discuss an application of the main results of the paper to the Lifshitz tails
asymptotics of the integrated density of states functions for random Schrédinger operators,
with their potential terms represented by either renormalized Poisson potential or partially
renormalized Poisson potential.

2 Main results

Throughout the paper, wy denotes the volume of the d-dimensional unit ball. We denote
Fi= {gew(w): / 92<:c>d:c:1};
Rd

where W3 (R?) is used for the Sobolev space of functions that belong to Ly together with
their first order derivatives. We also denote

pu) =1—e" E(wv) =) —epv) =" —1+u, wveR

(¢ is introduced in (1.18)). Clearly, the functions ¥, —p, and = are convex; this simple
observation is crucial for the most constructions below.

Our main results about the asymptotics of negative exponential moments for annealed Brow-
nian motion in a renormalized Poisson potential are represented by the following theorem.

Theorem 2.1 Let p € (d/2,d).
1. In the “light scale” case,

d/ 1 [t
lim (%) "log E ® By exp [——/0 V(B,.) ds} _ V/Rdw(9|:cyp) dz

= vwafY? (L) r (2]? — d) = —wafYPT (u) .
d—p p p

7

(2.1)




1. In the “critical” case,

1 [t
tlim = log E ® Eq exp {—— / V (Bys) ds}
— 00 0

7

(2.2)
0 ¢*(y K
= sup {u/ ¢<—/ ( )pdy dx——/ Vy(y)Pdy ¢
9€Fa Rt \Q Jra |2 — Y| 2 JRd
III. In the “heavy scale” case, under additional assumption p < (d+2)/2,
4 _op 1 t__
lim O[td+272p - Zi;lfgp logE (%) ]EO exp |:—— / V(B,.;s> d8:|
t—o00 Qi 0 (2 3)

u(ﬁ/ (/ 7*(v) ) m/ 2 }
= su —_— d dr — — \Y% dy .
geg{ 2 Jra \ Jga |z —ylP Y 2 Rd| 9(w)ldy

Remark 2.2 The additional assumption p < (d + 2)/2 in statement Il is exactly the con-
dition for £(t,x) to be square integrable (see [15]), and henceforth for respective central limit
theorem to hold true, see Proposition 4.4 and discussion in Section 4.4 below.

Let us discuss this theorem in comparison with the following, well known in the field, results
for annealed Brownian motion in a Poisson potential.

Theorem 2.3 Let K be bounded and satisfy

K(x) ~0lz|™?, |z|— o0 (2.4)
with p > d.
L ([55)) If p € (d,d + 2),
t p— d
lim t=YP1log E @ Egexp {— / V(Bgs) ds} = —vwaYPT <—> : (2.5)
— 00 0 p

IL ([53]) If p=d +2,

t
lim ¢~ 7% log E ® Eg exp [— / V(Bys) ds]
t—o00 0

9*(y) K 20
_ la 2
= glen]fd {V/Rdcp(ﬁ/ﬂ{d |I_y|pdy)dx+ 5 /]Rd IVag(y)| dy}.
I (j20]) If p > d + 2,
t
tlim ¢ logE ® Eg exp [—/ V(Bus) ds]
—00
0 (2.7)

- _ i o 2
= g1€n]§d {V/Rd 1y(2)>0 dx + 5 /Rd V()] dy}.



It is an effect, discovered by L.Pastur in [55], that the asymptotic behavior of the Brownian
motion in a Poisson potential is essentially different in the cases p > d+2 and p € (d,d +2),
called frequently “light tailed” and “heavy tailed”, respectively. This difference was discussed
intensively in the literature, especially in the connection with the asymptotic behavior of
respective IDS function. The main asymptotic term in (2.5) is completely determined by the
potential, and does not involve k, i.e. the “intensity” of the Brownian motion. On the other
hand, (2.7) depends on x but not on the shape function K. Since K and k, heuristically, are
related to “regular” and “chaotic” parts of the dynamics, an alternative terminology “classic
regime” (p > d + 2) and “quantum regime” (p € (d,d + 2)) is frequently used.

Theorem 2.1 shows that the dichotomy “classic vs. quantum regimes” is still in force for
the model with a renormalized Poisson potential, with conditions on the shape function K
to be either heavy or light tailed replaced by conditions on the scale a; to be respectively
light or heavy. Note that, for oy = 1, (1.14) and (1.15) transform exactly to p < d + 2 and
p > d + 2, respectively. In the classic regime, an analogy between a Poisson potential and a
renormalized Poisson potential is very close: for oy =1, (2.1) and (2.5) coincide completely.
However, in the quantum regime the right hand side in (2.3), although being principally
different from (2.1), is both scale dependent (i.e. involves «;) and shape dependent (i.e.
involves p).

It is a natural question whether Theorem 2.1 can be extended to other types of potentials,
like a Poisson potential V' or a partially renormalized Poisson potential V. We strongly
believe that such an extension is possible in a whole generality; however, we can not give
such an extension in the quantum regime (i.e. critical and heavy scaled cases) so far, because
we do not have an analogue of Theorem 4.1 for functions v which are convex, but are not
increasing (like —¢ and Z). Such a generalization is a subject for further research.

In the classic regime (i.e. light scale case), such an extension can be made efficiently. More-
over, in this case the assumptions on the shape function K can be made very mild: instead
of (1.5), we assume (2.4) with p > d/2 and, when p < d,

(K (x))dr < +oo, (2.8)
Ra
which is just the assumption for V to be well defined.

Theorem 2.4 Let the shape function K satisfy (2.4) and scale function oy satisfy (1.14).
L. Statement I of Theorem 2.1 holds true assuming K satisfies (2.8).
II. Forp>d,
d/ I
lim (%) "log E ® Eg exp [——/ V(an)ds}
0

t—o00 (o'

= —I// @(0]z|7P) dr = —vwghPT (p_— d) )
R4 p

(2.9)



1. Forp=d and h > 0,

1 t
logE ® Eq exp l—— / V"(Bys) ds]
0

Qg

_y UR (min(K (). 1) —at/t)+dy+wd9Eu] (ai) +o (ai) £ = 00,

where Eu = —I"(1) = 0,57721 ... is the Euler constant. In particular, when K has the form

(15);

1 t
logE ® Eq exp {—— / V"(B,) ds]
Q

tJo

= vwgb {log (g) +logh + Eu} (ai) +o (ai) , t— o0.
t t t

The following theorem shows that statements of Theorem 2.1 and Theorem 2.4 are process
insensitive, to some extent.

(2.10)

(2.11)

Theorem 2.5 Relations (4.4), (2.1) — (2.3), (2.9), (2.10), and (2.11) hold true with Eq

replaced by ngo, i.e. the expectation w.r.t. the law of the Brownian bridge.

This theorem makes it possible to investigate the Lifshitz tails asymptotics for the integrated
density of states of the random Schrédinger operators with (partially) renormalized Poisson
potentials. Let us outline the construction of respective objects.

For a given random field Q(z),r € R? and a cube U C R% denote by H,? the random
Schrodinger operator in U with the potential () and the Dirichlet boundary conditions:

Hif = —gAf +Qf,  flov=0. (2.12)

When the field @ is assumed to have locally bounded realizations, the operator H g is a.s.
well defined as an operator on Ly(U, dx) and is self-adjoint. In addition, respective semigroup

RfU = e*tHl?,t > 0 has a Feynman-Kac representation ([66], p.13):

1, 0) = B (o0 |- [ QB B dB)B)). sev izo. @1y

where
Xug(B.) = 1, cusco-

For general (), we define H 3 by the following limit procedure. Consider truncations Q) =
(|Q| A N)sgn Q. Under appropriate assumptions on ), for almost every its realization oper-
ators R, converge strongly for every ¢ > 0 as N — oo. In that case, Hg is defined as the

generator of the limit semigroup RgU, t > 0. Assuming the spectrum of H, g to be discrete
(we verify this assumption below), we denote this spectrum {)\gU} and define the function

1
NI\ = il ) :1%9, A ER. (2.14)
k
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Proposition 2.6 Let the shape function K be such that, for some g > 0 the following
conditions hold:

(i) K9(x) = (K(z) — g)+ is compactly supported;
(ii) K, = min(K(z),g) is Lipschitz continuous and belongs to the Sobolev space W} (R?).

Consider either a partially renormalized potential Q = V" with h € (0,00), or a renormalized
potential Q =V, in the latter case assuming additionally (2.8).

Then

(a) for a.s. realization of the potential QQ and every cube U, the described above procedure
well defines both the random Schrodinger operator H[CJ2 and respective function Ng;

(b) there exists an integrated density of states N9; that is, a deterministic monotonous
function such that
NP(\) = lim NZ(\)

UTRd

a.s. for every point of continuity of N9. Respective Laplace transform has the representation
t

/ eMANC(N) = (2mwt)E ® Effy exp [— / Q(B.) ds} Ct>00 (215)
R 0

Note that, in the proof of Proposition 2.6 (Section 5.1 below), most difficulties are concerned
with the statement (a), because of local irregularity of the potential @) (Proposition 2.9 in

[14]).
As a corollary of Theorem 2.5 and representation (2.15), we deduce the following Lifshitz
tails asymptotics for random Schrédinger operators with random potentials V and V.

Theorem 2.7 Let K satisfy (2.4).
I Forp e (d/2,d), assuming additionally (2.8), we have in limit A\ — —oo

log NV(\) = — [deF (QPP_ d)} o (Wdfd—p)) = ( - A)‘ﬁp (1 + 0(1)). (2.16)

II. Forp=d and h € (0,00), we have in limit A\ — —oo

h A
log NV"(\) = —vwgf exp {— i logh — Eu — 1] (1 + 0(1)>

v (2.17)
—Eu- 1} (1 + 0(1)).

ywdQ
h

exp |—
p{ vwqt

Theorem 2.7 involves the asymptotic results for exponential moments (Theorem 2.5) only
in a partial form, for the trivial scale function ay = 1. This observation naturally motivates
the following extension of the definition of the IDS function and respective generalization of
Theorem 2.7.
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Consider the family of random Schrodinger operators
H, = —gA +19Q, ~>0. (2.18)

Assuming every potential @), = yQ being such that respective IDS function N is well
defined, denote N@()\, ) = N9 (\). We call the family

N9\, 9), AER,y>0

the integrated density of states field of the family of random Schrédinger operators (2.18).
In the Theorem 2.8 below, we describe the asymptotic behavior of this field for random
Schrodinger operators with a renormalized Poisson potential. Let us anticipate this theorem
by a brief discussion.

Three statements of Theorem 2.8 below relate directly to our light scale, heavy scale, and
critical cases respectively. This means that the integrated density of states field for random
Schrédinger operators with a renormalized Poisson potential may demonstrate asymptotic
behavior typical either to the classic or to the quantum regime, while for the integrated
density of states function only the classic regime is available.

d+4—2p d+2—p

Next, observe that d+§_p > d+44_2p . Hence conditions, that (—A\)™ 1 /vy — ococand (=) 2 /v
is bounded, yield A — 0—. Therefore, the quantum regime for the integrated density of states
field requires that A and v tend to 0 in an adjusted way (statement II of Theorem 2.8 below).
On the contrary, conditions of the statement I of the same theorem allow A — —oo (in that
case v may tend to oo), A — 0—, or A to stay bounded away both from 0 and —oo (in
these two cases 7 — 0+ necessarily). This is the reason that two conditions (—\)d /vy — oo
and (—)\)Hgfp /7y — oo are imposed in this case: when A — —oo, the first one includes the
second one, but when A — 0— the inclusion is opposite.

Theorem 2.8 Let K be of the form (1.5) with p € (d/2,d).

+2-p

I. When (=\)d /vy — oo and (—)\)d [y — o0,

= (2] (452) ()

p

d+4—2p d+2—p

II. When (=X)" 1 /v — oo and (=) z /v — 0, under additional assumption p <
(d+2)/2

T 2C
log NV(A\,7) = — (d—|—2—i2p)

_ d+2-2p d+4—2p
5 d+4—2p

2 2 2
= -2 2(1+0(1))
<d+4—2p> ( vo{LHe):
(2.20)
where Cy denotes the constant in the r.h.s of (2.3).

d+2—p

III. When A — 0— and (—X)" 2 /7 is bounded away both from 0 and from oo,

log NV(A,~) = — (M)_dzp (@) - (- A)di”w% (1+0m), (221)

D
where Cy, denotes the constant in the right hand side of (2.2) with o = 1.
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Note that, under the assumptions of Theorem 2.8, the right hand sides of (2.19), (2.20), (2.21)
tend to —oo. So Theorem 2.8 controls the exponential decay of the IDS field, similarly
to Theorem 2.7. What may look non-typical in this theorem when compared with other
references in the field, is that some part of the statements are formulated when A\ — 0—.
This in general reflects the fact that for v — 0+ the negative part of the spectrum becomes
negligible. Theorem 2.8, in particular, quantifies such a negligibility.

3 Classic regime

In this section, we prove Theorem 2.4, which includes statement I of Theorem 2.1 as a partial
case. For a given h > 0, denote

¢t = [ty -0)-n)_ds et = [ (K—ann)ds

Similarly to (1.17), we have

E ® Ey exp [—&it/otV(Bm) ds} — Eyexp [— /Rdgo (&itf(t,x)) dm} R

E ® Eq exp {—l /t V"(Bys) ds} = Egexp UME (igh(t,x), altfh(t,x)) dx} . (3.2)

Qg Jo Qy

The first relation is provided by Proposition 2.7 and Proposition 3.1 in [14], the proof for
the second one is completely analogous and is omitted.

In what follows, we analyse the Wiener integrals in the r.h. sides of (1.17) and (3.1). However,
(3.2) appears not to be well designed for an immediate analysis, which motivates the following
auxiliary construction. Instead of V", we consider a partially renormalized Poisson potential
with the properly chosen renormalization level, dependent on t. Let g > 0 and hy = goy/t.
Then, assuming p = d, (2.4) and (1.14), we will prove that

1 t
lim (%) logE ® Eq exp {——/ Vht(B,.w) ds]

t—o0 (e} 0

(3.3)
= 1// E((8|x]_d) A g, (0]z|™ — g)+> dr = dee[logg + Eu].
Rd
Note that, by Proposition 6.1 in [14],
VY (@) = V(z) = v / (min(K(y).h) — ') _dy (3.4)
Rd +

for any h > R’ such that V" V" is well defined. Henceforth, changing a renormalization
level just multiplies respective exponential moment by an explicit constant. Therefore (2.10)
is provided by (3.3).

In Section 3.1 and Section 3.2, we prove respectively upper and lower bounds in (2.1), (2.9),
and (3.3) with the constants represented in an integral form. Calculation of the integrals is
postponed to Section 3.3.
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3.1 Proof of the upper bound.

For any convex function p, by the Jensen inequality we have

0 (ig(z,@) 0 (/Ot (aitK(BRS _ x)) ds) < %/Ot 0 (()%K(Bm _ x)) ds.

Denote A\, = (t/a;)"?, K(z,\) = WK (\z). By the inequality above, one has the following
estimate with non-random right hand side:

[Lo(teen)arzt [ [o(Lnin—n)
= édg (O%K(—x)) do = (é)d/p /RdQ(K(ZE, A)) da.

Assumption (1.14) yields A\; — oo. Therefore, in order to prove the upper bound either in
(2.1) or in (2.9), it is sufficient to apply (3.5) to either ¢ or —¢p, and then prove respectively

e N) do o [ @) e o [ g doo [ @) dr (36)
R4 Rd Rd R
A — 00. By assumption (2.4), for every € > 0 there exists A® such that

Kz, \N)|zP €[ —¢e,0+¢], |z|>e >\

When p > d, this easily provides

lim o (K(z,\)) dx :/ ¢ (K(x)) dz, e>0. (3.7)

A=00 J|z|>e |z|>e

Since ¢ is bounded on R, (3.7) provides the second relation in (3.6).

When p € (d/2,d), similar argument leads to the relation analogous to (3.7) with ¢ replaced
by . Consequently, with condition (2.8) in mind, it remains to prove

lim lim sup Y (K(xz,\)) de = 0.

e—0 A—00 ‘I'SE

To that end, we choose 1, 61 such that K(x) < 0|z|7?, |x| > r, and write for A large enough

W (K, A)) do = [ / o / 1/A<|z|<j Y (K(z, ) de

< A /| VK et / o (O] 7) de.

|z|<e

Recall that p < d, 1(u) is dominated by u, and K is locally integrable under condition (2.8).
Then the first term in the above sum is negligible when A — oo. This proves (3.7) and
completes the proof.
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Similarly, for p = d from the Jensen’s inequality for the convex function = : R? — R we have

= (aitsh@f, o). el x)) <+ = (i<K<Bm ) AR, (K (B — 1) h>+) ds,

t 7 O

and consequently, for hy = goy /t

Similarly to (3.6), one can prove

A;E@quyA%ua@A)—@+yM-» =(K(e\) A g, (K(.3) — g)y) dr, A oo,

Ra

which provides the upper bound in (3.3). O

3.2 Proof of the lower bound.

For a fixed € > 0, take R fixed but large enough, so that
O —e)z| P < K(z) < (0+¢e)|x|™?, |z| > R. (3.8)

Take 5 > 0 and consider the set
At,ﬂ = {SUP |an| < ﬂ)\t} )
s<t

keeping the notation A\, = (¢/ at)l/ P By the scaling property and the well known small balls
probability asymptotics for the Brownian motion we have, for ¢ large enough,

log Po(Arg) > —ct(BN) 2

d+2—
with some constant ¢ > 0. Therefore condition ay = o(t Jrﬁ?p) yields

(e d/p
(7) log Po(Ars) — 0, & — +00. (3.9)

Take v > 2. On the set A; 5, one has

t
7

|Bm—ﬂ26< )ﬂ sel0d, |z >\

Then, for ¢ large enough to provide g)\; > R, we have

(0 —¢€)|Bus — 2| P < K(Bys —x) < (0 +¢)|Bys — x| ", se€l0,t

—

) |ZL‘| Z ’YAt
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Therefore, a two-sided estimate

—-Pp

(0—2) (1 + g) P < KB — 1) < (04 ) (1 _ g) 2P sel0d]  (3.10)

is valid on the set A; 5 for every x with |z| > yA;. Observe that (3.10) is a point-wise estimate
for a Brownian trajectory from a “small ball” A; 3 and for a point = outside a “large ball”
{y : ly| < ~vA\}. On the other hand, (3.9) shows the “small Brownian ball” A; 5 is “heavy”
in the sense that its probability is sufficiently large, in respective logarithmic scale. These
observations provide a straightforward tool for proving lower bounds in (2.1) - (3.3).

Since 1) is non-negative and non-decreasing, (3.10) yields

1 oo (148 ) e (L) 1
/Rde(atf(t,x)) dxz/xlmw(atw ) <1+7) 2] )dx (a) .

on A g with
" AN
o= [ wl@-2(142) "t ) a
|z|>~ Y

Together with (1.17) and (3.9), this inequality provides

d 1 [t
lim inf (%) plogE ® Eq exp {——/ V' (Bys) ds] > Igjﬁﬁ
0

for every € > 0,5 > 0, > 0. Since
lim lim lim 17, = /R U (0l2]") da,

e—=0~v—03—0

this completes the proof of the lower bound in (2.1).

Since (—¢) is non-increasing and satisfies —¢ > —1, (3.10) yields

1
_ L p B ;
/Rd : (atg(tx)) ! Z LSV& !
! b R . t\?
) /|I|>w>\t ’ (a_t(e *e) (1 N ;) i p) = (;t) ];pﬁ,v

¥ [ _ _§>_p —-p
125, /|x|§y dx /|m|>7<p <(9+€) (1 " || > de.

lim lim lim ¥, = — /d ¢ (0]z|P) dx,
R

on A; g with

Since

e—=0~v—05—0
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this provides the lower bound in (3.4).

Finally, = is non-decreasing in first coordinate and non-increasing in second coordinate. In
addition, = > —1 and hence (3.10) yields in the case d = p

/Rd = (ozitf’” (t, @), aif’“ (t, x)) dx
- /Ioc>mE (ozit H(H ) <1 += |x| d} gat ]
[t ) e
on A; 5 with

7
I;ﬁ,y —/ dz
|| <~

+ /me ([(6 —¢) (1 + g) _d\xld] Ag, |(0+e) (1 - g)_d |~ _g] +> A

Together with (3.1) and (3.9), this inequality provides

1 [f—
hmmf( ; >logE®E0 exp {——/ V(Bys) ds] > I;B7
0

t——+o0 o

for every ¢ > 0,8 > 0,7 > 0. Since

lim lim lim I~ Tpy = / E<(9|x|*d) A g, (0]z|™ — g)+) dx,
R4

e—0~v—03—0

this completes the proof of the lower bound in (3.3). O

3.3 Calculation of the integrals.

In the above proof, we have obtained (2.1), (2.9), and (3.3) with the constants represented
as certain integrals. Explicit calculation of these integrals can be made in easy and standard
way, using sphere substitution and integration-by-parts. For such a calculation of the integral
(2.1) we refer to Lemma 7.1 in [13]; calculation of the integral (2.9) is completely analogous
and omitted. Here we calculate the integral in (3.3) and prove (2.11).

By sphere substitution, and change of variables,
[ 2611 g, @1l = g1 ) do = [ =(0/r) g, 6/r ~ 9).) o
R 0
[e'S) s _ 1 —
de/ [6_6/7"—1—(9/7“)/\9} drzewd/ S/\gds
0 0

52
o0 73 1_

:wde[/ 5 A ds—i—logg};
0 s
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in the last identity we have used an elementary relation

FsANg—sNnl1
/ SR 5N s logg.
0 S

Integration by parts and n. 538 in [26] give

©es—1—5A1 b1 —es © s
/ ¢ 5 i ds:/ ¢ ds—/ ¢ ds = Eu,
0 S 0 S o S

which completes calculation of the integral in (3.3).

Finally, let K has the form (1.5). Take h; = oy/t, then h; < h for t large enough, and

CSsANh—sAh

/Rd (min(K(y>,h) — Oét/t>+dy = /Rd(9|x|—d/\h — hy)y dx = wdé’/o c 2

52

t
= wdﬁ[logh — log ht] = wyb {bg h + log <—)} .

Qg

Combined with (2.10), this calculation provides (2.11). O

4 Quantum regime

4.1 Large deviations.
Our analysis of the asymptotic behavior of the Brownian motion in a renormalized Poisson

integral in the quantum regime (i.e. in the critical and heavy scale cases) is based on the
following large deviations result. Consider some function L : R — R* and denote

n(t,z) = /0 L(Bys — x)dz. (4.1)

Theorem 4.1 Let, for some sequence L,,n > 1 of non-negative continuous compactly sup-

ported functions,
L(z) =sup L,(x) (4.2)

n>1

for a.a. x € R%. Let v : Rt — R be an increasing convex function with v(0) = 0, and
/ v(L(z)) dx < 4o0. (4.3)
Rd

Then . .
lim — log E exp {t/ U(—n(t,x)>dx}
t—oo f Rd t
2 J—

ngg{édv (/Rdg (y)L(z — y) dy) dr — g/Rd IVg(y)IQdy}-
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Proof of Theorem 4.1: the lower bound. By Jensen’s inequality,

(200 o ([ 0= ) <2 [ o(105 )

and therefore

/Rdv (%n(t,x)) dr < %/Ot /Rdv<L(BHs — x)) drds = /RdU(L(x)) dr < +o0o.  (4.5)

For every R > 0, we write

/]Rd U(%M}f,:ﬁ))d&c > /[—R,R]d U(%n(t, m))dm

and note that (4.5) provides 1n(t,-) € Li([—R, R]) because v has at least linear growth at
+o00.

For a fixed R, denote

L ={heLi(-R,R%),h>0},

and consider a convex function Tg : L] 5 — [0, 4+00]:

Tr(h) :/ v(h(x))dx. (4.6)
[_RvR]d
Denote by By the class of bounded measurable functions f : [~R, R]? — R, and put

Cy,f.r = sup {C’ :C +/ f(x)h(z)dx < Ygr(h),h € EIR} , [ € Bg.
[_

R,R]4

Lemma 4.2 For every h € LT  with Tg(h) < 400,

Ta(h) = sup (cr,f,ﬁ /[_RR]df(x)h(x) dx). (47)

f€BRr

Remark 4.3 This statement is a version of the classic theorem in the finite-dimensional
convex analysis about representation of the epigraph of a convex function as an intersection of
upper half-spaces, see Theorem 12.1 in [59]. The idea of the proof, in our case, is principally
the same, but we have to take care about topological aspects and about the fact that, in general,
YR is an improper function.

Proof: Consider the set
epiTr = {(h,t): h € CIR,t >Tr(h)};

clearly, epi T is a convex subset of the Banach space £,([—R, R]¢) x R. In addition, this
subset is closed by the Fatou lemma. Therefore, the separation theorem (Theorem 9.2 in [61],
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Chapter II) provides that epi T is the intersection of all the closed half-spaces containing
epi Yr. Note that every continuous linear functional on the space £;([—R, R]¢) x R has the
form (f,a) with f € Bg,a € R and

<(h,t), (f, a)> = /{R Ny h(z)f(z)dz + at.

Take h, € L1 with Tg(hs) < 400, and t, < Tg(hs). Then (h,,t.) & epi Tg, and therefore
there exists (f,a) and ¢ € R such that

<(h*,t*), (f, a)> <e <(h,t), (f, a)> >¢, (ht) € epi T (4.8)

By the definition of epi Tg, if (h,t) € epi Tg then (h,t') € epi Tg for every ¢’ > ¢, hence (4.8)
is impossible if either a = 0 or a < 0. Divide (4.8) by a and denote f, = —f/a,c, = ¢/a.
Then

Ca —|—/ h*(z) fo(z) de > t., cq —I—/ h(z)f,(z)dx <t, (h,t)€epiTr. (4.9)
[7R7R]d [7R7R}d

Take t = Tx(h) in the second inequality in (4.9); this yields ¢, < Cy s, r. Consequently,

t. < sup (CT,f,R +/ f(@)h(z) d:c) ,
[_RvR]d

f€BRr

which means that

YTr(he) < sup (Cnf’R—l—/[RR]d f(z)h(x) dm)

J€BR
because t, < Yg(h,) is arbitrary. The inverse inequality is obvious. [J
Take f € Bpg, then

1
Eg exp {t/ v <¥n(t, x))dx} > OT LR exp { / f(z)n(t, x)dx}
[_RvR}d [_RvR]d

Note that ,
/ F(@)n(t, o) = / F(Buw)ds,
[~ R,R]d 0

where

f= [ S@Ly -

is a bounded function. Henceforth, by the large deviations result by Kac [36] (see also
Theorem 4.1.6 in [12]), we have

1 1
ligglf i log Eq exp {t /[R,R]d v(;n(t, x))dx}
1 b

> Cv,f,r + lim —log Eq exp {/ f(BHs)ds}

t—oco t 0
A 1

> Crnt sup{ [ foif@ac -3 [ 9otopa ).

ge€Fq R4 R4
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Note that

fotaas = [ g [ Pt
R [~R,R]? R
Summarizing our proof,
| 1
lim inf = log Eq exp {t/ U(—?](t, a:))dx}
t—oo t R t
1
>swp {Crpnt [ g [ Pt - ndlas- 5 [ vawpa)
9€Fa [-R,R]d R4 R4
for every R > 0, f € Bg. We take supremum over f € By and get, by Lemma 4.2,
.1 1
lim inf — log Eq exp {t / v (—n(t, x)) dac}
t—o00 t R4 t
1
> swp {0 ([ ne - nan) -5 [ 19ato)pa}.
9€Fq Rd Rd

Note that by Jensen’s inequality for every g € Fy

Tr (/Rd g (y)L(- — y)dy> = /—R,R]d v (/R g*(y)L(x — y)dy) da

[ d
< 2(y)o(L(x —y))dy dx < v(L(x)) dx 00,
< [ o LG pdvdr < [ oy <+

R4

(4.10)

which makes it possible to apply Lemma 4.2. Finally, taking supremum over R > 0, we
obtain the lower bound in (4.4). O

Proof of Theorem 4.1: the upper bound.

Assume first L to be continuous and supported by some cube [—M,M]?. 1In that case
we reduce the proof of the upper bound to application of the large deviation principle for
empirical measures of the Brownian motion on a torus. Such a reduction is standard, e.g.
[20]; the projection on the torus is required in order to make it possible to use Donsker-
Varadhan’s large deviation principle for empirical measures of a Markov process with a
compact state space, [19)].

Note that v(u +v) —v(u) > v(v) — v(0) because of the convexity, and v(0) = 0. Hence the
function v satisfies
v(u+v) > v(u) +v(v), u,v>0.

Thus, for any N > M,

/Rdv(%ﬁ(t, x))dx = Z /[N,N}d U(%n(t, 2Nz + x))dm

2€74
1
< v(— nt,2Nz+x>dx:/
LG )

2€74 [~

(4.11)
- v (lﬁ(t, x)) dx,
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where

it z) = /0 L(B,, —z)ds, L(z)= Z L(2Nz + x).

z€Z4

Denote by T the torus of the size 2N; that is, the cube [— N, N]? with the sides identified.
Let Denote by Jy the projection on this torus: by definition, for x € R? its projection Jy(x)
is the unique point # € T such that x — & € 2NZ%. Denote BY = Jy(B.), the Brownian
motion on the torus 7). With this notation in mind, we rewrite the right hand side term
in (4.11):

/[_NN]dv(%ﬁ(t,dex = /TN U(%UN(t,x))dx, N (t,z) = /Ot(L 0 Jy)(Bys — x)ds.

Consider the empirical measures for the Brownian motion on the torus T)}':

1

t
QiV(A) = Z/ 134\186,4(18, AGB(TéV).
0

Note that |

) = [ (Lo - 2)QN )

and the mapping

Aadl (/TN(L o Jn)(y — x)u(dy)> dx

is continuous and bounded on the space of all probability distributions on T} with the
metrics of weak convergence. Hence combination of (4.11), the large deviation principle for
QY (Theorem 3 in [19]), and Varadhan’s lemma (Proposition 3.8 in [25]) yields

. 1 1
lutlligp ?EO exp {t/RdU<Zv7(t,x)>dx}
K
<sp{ [ v ( [ (Lo -n)sw) dy> to= [ Vo,
gery \JTY Ty Ty

v {g e WHTY) - /Tévgz(:c)dx: 1}.

By smooth truncation, it is easy to verify that

gseug{/Rdv (/RdL(af—y)g?(y) dy> dw—g/Rde(y)IQdy}

< liminf sup {/ v / (Lo Jn)(z —y)g*(y) dy dw—f/ IVg(y)|2dy},
N=oo gery LUJTN TN 2 Jry

d

where

which completes the proof.
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Finally, we remove the additional regularity assumption on L. Recall the assumption (4.2)
and note that one can assume the sequence L,,n > 1 to be point-wise increasing, because
otherwise one can take L,, = maxy<, L, instead.

Write A, = L — L,, and

n(t,x) =nu(t,z) + G (t,x), Cult,z) = /0 A, (Bgs — x) ds.

For every v € (0,1) we have by convexity

o (30) <30 (Fmien) + 0= (o)

The Jensen inequality, analogously to (4.5), provides that

1 1
v —Cnt,:c>da:§/ U(—Anx)d:c.
/]Rd ((1—7)2? () re \(1—=7) @)
Then from the upper bound with a regular kernel L,, we obtain
. 1 1
lim sup —Eq exp {t/ U(—n(t, x))dm}
t—oo L Rd \t
1 2 K 2
<supay | vl = | Lo(z—y)g*(y)dy ) de— o | [Vg(y)["dy
9€Fa Rd  \Y JRd 2 Jra

- /R v (ﬁmm) da

for any n > 1 and v € (0,1). Passing to the limit first as n — oo and then as 7 — 1
completes the proof. [

4.2 Proof of Theorem 2.1: critical case

The kernel (1.5) has following scaling property: K(z) = 7 ?/2K(77/2x) for any 7 > 0.
Then, by the scaling property of the Brownian motion,

t tT
¢(t, ) i/ K(r '?B,, —x) = 77/*7! / K(B,, — m2x)ds = 727 (tr, arY/?).
0 0

Henceforth the integral under the exponent in the right hand side of (1.17), after the variable
change 7/2z — x, can be written as

Td/2/ " (Tpmlf(tr, :L’)) dx. (4.12)
R4

Qi

We take 7 = t_d%r?. Under such a choice, T;d/ 2 = try = tﬁ. Observe that

+p/2-1 1
~—, =00
Qg «
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because of (1.16). By monotonicity of ¢, we can change the variables tare ot and, applying
Theorem 4.1 with L = K, v(u) = ¢(u/(a £ €)), obtain

limsupt™ @tz logE ® Eqexp {——/ V(Bys ds}

B O Ry P R

1 [f—
litm inf ¢~ @2 logE ® Eqexp {—— / V(Bys) dS]
— 00 0

7

2522{”/Rdw<<aie>/m rngfy)ipdy)dx‘ [ 1wat 'dy}

Passing to the limit as € — oo completes the proof of statement II of Theorem 2.1. [J

4.3 Proof of Theorem 2.1: heavy scale case
Let us proceed with further transformations of the expression (4.12) for the integral under the

exponent in the right hand side of (1.17). Denote 1.(u) = ¢ 21 (cu), ¢ > 0, and ¥y (u) = u?/2.
It can be verified that ¥.(u) T ¥o(u) when ¢ | 0. In particular, ) = ¢y < 1), and hence

p/2—1 1 p—2—d/2
Td/2/ b <T £(tr, x)) dr < 57—2 (tr,x) dz
Rd

(o ay R4
1 t2 p—d/2 1 2
_ U7 5 / (—f(tT, :p)) dx.
2 o rd \ T
Choose 7; in such a way that
2, p—d/2
n =1
Oét2 ty
that is,
4
T = T (4.13)

Under such a choice,

i1 = oy N T §Z
and the upper bound in (2.3) follows from the upper bound in (4.4) with v(u) = vu?/2.
Note that Theorem 4.1 can not be applied to this function v because (4.3) fails. We refer
here to Theorem 1.1 in [15], which together with the Varadhan’s lemma provides (2.3).

To get the lower bound, take 7, from (4.13) and write

B Tp/2—1 7_p—2—d/2
T d/2 /d¢< tat E(try, x) | do = L—— = T_d/Q/ ¢Ct( &(try, )) dx
R t

2p dao_ di2
-1 2 dfa—2p 1,1— t2-p -5
¢ = o WrP? = P T = tae g, TP

with
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Condition (1.15) and assumption p < (d + 2)/2 provide ¢; — 0. Then, for every fixed ¢ > 0,
we have ¢; < ¢ for t large enough and therefore

—00 Oét

0 2 K
> sup {V/ wc(—/ g) dy)cias— —/ IVg(y)IQdy}-
9€Fy Rd a Jra |z —y|P 2 JRa

by the lower bound in (4.4) with v(u) =
this proves the lower bound in (2.3). O

—A 4—2p 1 t_
li{n inf o 27 = log E ® Eq exp {—— / V(Bxs) ds}
0

vip(u). Since ¥.(x) — Po(z) = 2?/2 monotonously,

4.4 Brownian motion in a Wiener sheet potential

Let us recall briefly the construction of the Brownian motion in a Wiener sheet potential,
introduced in ([15]). Let W be a Wiener sheet on R, independent on B. Write, for a given
shape function K,

t
V) = [ K=o W), Ui= [ UBa)ds= [ stown)
R 0 R¢
for the Wiener sheet potential and respective total net attraction, obtained by a Brownian
particle from this potential. If K is of the form (1.5), the potential U is not well defined in
mean square sense because K ¢ L£5(RY), for any p. On the other hand, for p € (d/2, (d+2)/2)
one has
Eo [ & (t,2)dr < +oo,
Rd
and consequently U, is well defined.
It follows from Corollary 1.5, [15] (with § = 2) and the variation relation derived in Theorem
1.5, [5] (with p there equal to 1) that under conditions of statement III of Theorem 2.1

4 dtd—2p 1
lim o "%t~ 2= logE ® Eq exp {——Ut]
t—00 Qy

02/ </ 9*(y) )2 K )
= sup § = d dx—_/ v d }
96&{ 2 Jga \ Jpa |z —yl? Y 9 ]Rd‘ 9(y)[*dy

Comparing (4.14) and statement III of Theorem 2.1 below we see that, in the quantum
regime, asymptotic behavior of the Brownian motion in a renormalized Poisson potential is
principally determined by respective asymptotics of the Brownian motion in a Wiener sheet
potential. Such a relation between these random potentials is quite natural, according to
the following version of the central limit theorem.

(4.14)

Proposition 4.4 Let K has the form (1.5) with p € (d/2,(d+2)/2). Then for everyt >0
the distribution of

t
y12 / V(B.,) ds (4.15)
0

w.r.t. P® Py weakly converges as v — oo to the distribution of U, w.r.t. PV @ Py, where
PY denotes the distribution of the Wiener sheet W.

25



Proof: Characteristic function of (4.15) is equal
Eq exp [1/ /d <eiz”_l/2£(t’z) — 1 — iz Y2, x)) d:c] : (4.16)
R
see Proposition 2.2 in [14]. For every z € C,t > 0,z € R?,
V<eiz”_1/2’5(t’a’) — 1 — iz Y2, x)) — —%252(15,1:), vV — 0.

In addition,
ple te) iz V2L, 33)’ < Go2e(t, )

with some constant Cy. Since for p € (d/2,(d+2)/2)
EoeC e €tm)de - g 450 C >0

(|15]), we have by the dominated convergence theorem that the characteristic functions (4.16)
converge point-wise to

which is just the characteristic function of U,. [J

5 The integrated density of states

5.1 Proof of Proposition 2.6

Statement (a). We proceed in two steps. First, we show that, under conditions of the
proposition, almost all realizations of ) are bounded from below on a given cube. We
consider the case () = V'; the case of a partially renormalized potential is quite analogous.
To simplify notation, we assume in the sequel v = 1.

Write

Vie)= | Kz —y)lwdy) - dy] + /d Ky(z — y)lw(dy) — dy]
R R

The function K9 is supported by some ball {z : |z| < R}, which brings the lower bound
—wqR? for the first summand. Henceforth, without loss of generality we can remove this
term. In what follows, we consider a renormalized Poisson potential with K, instead of K.

To simplify the notation, we just consider V assuming that K is bounded, Lipschitz, and
belong to W} (R?).

It is a simple observation that for a smooth compactly supported function L : R? — R, every
realization of respective renormalized Poisson potential belongs to Wi (RY), and
V[ Lz —y)lw(dr) —dy] = | VL(z—y)lw(dy) — dy]. (5.1)

R4 R4
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This, by usual approximation argument, provides that almost all realizations of the renor-
malized Poisson potential with kernel K belong to W} (R?), and (5.1) holds true in Sobolev
sense for K = L.

Since K is Lipschitz, VK is bounded; the function K is bounded, as well. Then Proposition
2.7 in [14] provides

E exp ( V(0)| + [VV(0)] ) < +o0.

By shift invariance, this gives
E/ exp < V(2)| + |[VV(2)| ) dr < +o0.
U

Therefore, almost all realizations of V belong to W1 (U) = Nys1 W, (U), and henceforth are
continuous by Sobolev’s inclusion theorem (e.g. [3]). In particular, these realizations are
bounded.

The second part of the proof is represented by the following deterministic lemma.

Lemma 5.1 Let Q : R — R be a function bounded from below, and U be a given cube.
Denote

QN:Q/\N7

and consider the Schrodinger operators HgN, N > 1 with the Dirichlet boundary conditions,
defined by (2.12) with Q replaced by Q.

Then

Q

L Rgg = e_tHUN,t > 0 converge strongly as N — 0o to a continuous semigroup RgU,t >0
of self-adjoint operators in Ls(U, dx). Rf?U,t > 0 admits the Feynman-Kac representation
(2.13).

1I. Fvery operator RSU,IS > 0 is of trace class.

III. For the generator Hg of the semigroup REU,t > 0, the function (2.14) is well defined,
and its Laplace transform admits the representation

i1 t
/Re_kthg()\) = (27mt)_§m /UIES,% (exp [—/0 Q(Bys + ) ds} Xu(B. +$)) da.

Q
Proof: For every N, the semigroup R?{}’ — ¢ tH7" ¢ > 0 admits the Feynman-Kac

representation (2.13). An alternative form of this representation (|66], p.13) is that RtQ[J}’ is
an integral operator with the kernel

r(z,y) = pi(z,y)EL, (eXp [— /0 t QN(BHs)ds] xW(B.)) : (5.2)

where
_lz—y|?

_d
2e 2Kt

pe(z,y) = (2wKt)
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is the transition probability density for the process B,s, s > 0, and E;,y denotes the expec-
tation w.r.t. law of the Brownian bridge which takes values z and y at s = 0 and s = ¢,
respectively. By Proposition 3.2 and Proposition 3.5 in [66], for a given N the function TQN
is continuous and symmetric. Then, by the monotone convergence theorem, there exists a
monotonous limit

2 t
rd (e y) = lim r@ (2,y) = @met)“he TORL, (exp {‘/ @<Bﬁs>d8} XUAB))’

which is bounded and symmetric. Integral operators RtQ]UV converge to the operator RSU with

kernel rfU in the Hilbert-Schmidt norm because respective kernels converge in Ly(U x U, dx).
This proves statement I immediately. Since

RQ

t/2,U°

RY; = R

t/2,U
and every Rt o is a Hilbert-Schmidt operator, the operator RSU is of trace class. This
proves statement II.

We have just proved that RgU is of trace class, which means that it has a purely point
spectrum and

Trace Rf:)U = Z Akt < 00,
k

where {\; o} denote eigenvalues of Rt 7> counted with their multiplicities. By the spectral

decomposition theorem, this yields that the generator H; @ of the semigroup Rt >t > 0hasa
purely point spectrum, locally finite on every interval (—oo, A]. In addition, A\ g = e~ *@!
where {\; o} are respective eigenvalues of Hg , counted with their multiplicities. Therefore
the function (2.14) is well defined, and its Laplace transform has the form

_ _ 1
/R MAND(N) = il Z ey |U|TraceRtQU = |U|/ t/QU(x y)r t/zU(y, x) dzdy,

in the last equality we have used the standard relation (e.g. [34], Chapter III, §9 )
Trace A*A = || Al%4

with the Hilbert-Shmidt norm of the operator A in the right hand side. By the Feynman-Kac
representation (2.13) and the Markov property of the Brownian bridge, the last integral can

be written as
¢
(2mkt) % |/E’;tm <exp l—/ Q(Bes) ds] XU,t(B-)) d.
0

which completes the proof of the lemma. [J

Statement (b): sketch of the proof. In the second part of the proposition, the classic argument
which goes back to [54] is applicable. In order to keep the exposition self-sufficient, we give
a brief sketch of this argument here.
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The random fields Q = V and Q = V" are ergodic (or metrically transitive) in the sense
that the o-algebra generated by functionals, invariant w.r.t. the transformations

Sn:Q() = Q(-+h), heR

is degenerate. The argument here is a straightforward modification of the classic one for
one-dimensional moving average integrals, see Theorem 1.1 and Example 3 in Chapter XI,
[21]. Then the Birkhoff’s ergodic theorem (its modification for random fields, e.g. Chapter
6.5 in [2]) yields that, for any integrable function f on the space of realizations of the field

Q.
lim — / FQ( +2)) de = EF(Q) (5.3)
U

Utrd |U|
both almost surely and in mean sense.

By Proposition 2.7 in [14], Ee=*?(®) < 40 for every ¢ > 0. This, by the Jensen inequality,
provides

t
E @ E§Y exp {—/ Q(Bys) ds] < 400, t>0; (5.4)
0

the argument here is the same as at the beginning of Section 3.1. Then (5.3) applied to the
function

t
fiqm— Eg,to exp {—/ q(B,{s)ds}
0

yields

lim |%| /UES’tO (exp [—/0 Q(Bys + ) ds]) dr = E ® Efjexp {—/ﬂ Q(B,{s)ds] (5.5)

URd

both in mean and in a.s. sense. Straightforward calculation shows that, with probability 1,

1
lim — B. der = 1.
i 7 B+ )

Together with mean convergence (5.5), this provides

lim ’—[1” /UES’tO (exp {—/0 Q(Bys + ) ds} (1 —xu(B. + x))) dx =0,

URd

which completes the proof. [J

5.2 Proof of Theorem 2.5.

Classic regime. Arguments in Section 3.1 are process insensitive. Henceforth, the upper
bounds in (2.1), (2.9), and (3.3) hold true with Eq replaced by Ef.

On the other and, Brownian bridge measures enjoy the scaling property similar to the Brow-
nian one (|66, p. 140): its law Pf, is the image of measure of Pj, under the map
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In addition, the Brownian bridge measure IPj ; has the small balls asymptotics similar to the
Brownian one [62]:

s€[0,1]

1
e*log Py (sup |B(s)| < 6) — —5jiz,
2

where ja2 is the smallest positive root of the Bessel function Js 2. Henceforth the heavy

2 2
small ball argument from Section 3.2 can be applied to get the lower bounds in (2.1), (2.9),
and (3.3) with Eff instead of E,.

The argument which deduce (2.10) from (3.3) is process insensitive.[]

Quantum regime. The upper bound in (4.4) with Eff instead of Eq can be deduced from the
same upper bound in its original form. In the proof, we combine the standard trick based
on the Markov property of the Brownian bridge (e.g. Lemma 3 in [28|) with the “universal”
upper bound provided by the convexity, see the end of Section 4.1.

Write .
n(ha) = n(t—1,2) + C(t2),  C(t7) = /H L(Bye — 1) ds.

For every v € (0, 1) we have by convexity

1 1 1
- <o [ =nt—1 1— S .
o (fatea)) <vo (St - 10)) + 0= (Tt
Analogously to (4.5), we have
Ry R e
vl ——((t,z) ) dx < v ws — ) | drds
Rd (L=t t—1 JRd (L=t
1
v L(x) ) dx.
Lo ()
The last term vanishes when ¢ — co. Therefore, for every v € (0,1),
. 1 1
limsup —E§ exp < t U(—n(t,x)>dx
too L R t
< lim sup EE’“ exp {yt/ U(in(t -1 a:))dx}
o t—00 t 0,0 R4 '}/t ’

On the other hand, applying the Markov property at time ¢t — 1, we arrive at

1 1
]ngo exp {’yt /Rd U<%77(t — 1,x)>dw} = Eqexp {’yt /Rd U<%77(t -1, x))dx}pl(BH(t_l), 0)
< Egexp 725/ U(in(t x))dm P1(Br—1,0).
N Rt \yt ’

Because )
pi(z,y) < (2mk)"2, x,y €RY,

30



we get from the upper bound in (4.4) that, for every v € (0, 1),
. 1, 1
limsup —E§,exp < ¢ U(—n(t,a:))dx
t—o0 t ’ R4 t

<sw by [ o2 [ e-nita) do-5 [ 9aPa}

Passing to the limit v — 1 completes the proof of the upper bound.

The lower bound in (4.4) with Eff instead of Eq can be obtained by almost the same
argument as it was used to prove lower bound in (4.4) in its initial form. Only the minor
changes of the argument is required; let us discuss these changes.

Consider the large deviation result by Kac, which was the basic point in the proof of the
lower bound:

1 b
lim ZlogEoexp{/ f(B,is)ds}
0

t—o00

) ) (5.6)
> Cy f.r + sup { g f(x)g?(x)dx — 5/}1@ ]Vg(x)]Qda:}.

gEF4

Note that, under P,
an - iBﬁt
Kt

is a Gaussian process with the covariance k(s A s') — KSTSI, and therefore has the distribution
Ph o ([66], p.140). Then, for any Lipschiz continuous bounded function /. (5.6) holds true
with Eff instead of K.

Note that the statement of the Lemma 4.2 still holds true when Bpg is replaced with any
class of functions K C By separating points in £;([—R, R]%); in particular one can take

K = BLg, the class of Lipschitz continuous bounded functions. Clearly, for f € BLg the
function

fo= [ S@ny =)

is Lipschitz continuous and bounded. Applying the modified (5.6) and proceeding literally
as in the proof of the lower bound in Theorem 4.1, we get the required lower bound.

Once we have proved the modified large deviation asymptotics (4.4), we can repeat the
arguments from Sections 4.2 and 4.3 (with the the scaling property of the Brownian bridge
used instead of the same property of the Brownian motion), and deduce (2.2), (2.3) with Eq
replaced by Eg.

0
5.3 Proof of Theorem 2.7.
Theorem 9.7 in [56], Chapter IV gives (2.16) as a straightforward corollary of (2.1). Because

t — tlogt is a regularly varying function of the order 1, this theorem is not applicable when
(2.17) is considered.
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From (2.11) (with Eff instead of Ey) we have
log/ e_(’\+”w‘i9(logh+Eu))thvh()\) = vwybtlogt + o(t), t— +oo.
R

Henceforth the proof of (2.17) by elementary transformations can be reduced to the proof of
the following lemma.

Lemma 5.2 Let, for a non-negative and non-decreasing function N(\), X € R,
log/ e MdN () = atlogt + o(t), t— +o0 (5.7)
R

with some a > 0.
Then
A
log N(\) = —aexp {—— - 1} (1 + o(l)), A — —00. (5.8)
a

Proof: The upper bound, in a standard way, is provided by the Chebyshev inequality: for
every t > 0, A <0

log N(A) < A\t + log/ e X dN (). (5.9)
R

Take t) = exp|—\/a — 1], the solution of the minimization problem
ty = arg min ()\t + atlog t).
Clearly, ty — 400, A — —o0. By (5.7) and (5.9),
log N(\) < —aty +o(ty), \— —o0,

which gives the upper bound in (5.8).

Assume that the lower bound in (5.8) fails; that is, there exist b > a and a sequence \,, — —00
such that

An
log N(\,) < —bexp [—; — 1] , n>1. (5.10)

Fix ¢ < a and § > 0, which will be specified below. Since the upper bound in (5.8) is already
proved, there exists A, < 0 such that

log N(\) < —cexp {—é - 1] , A< AL (5.11)
a

Ja—1

Let n be large enough for A\, < A.. Denote t,, = e~ (An=9) , and write

A, 00 An—28
/ e MndN(N) = / e M N(X) dA + {e—Actn + / e—”"dN(A)] = / e MmN (A) dA
R Ae -

—0o0 [e.9]

An Ac 0o
+/ e_’\t"N()\) d)\+/ e_)‘t"N()\) d\ + {e‘Act" +/ e_M"dN()\)]
)\ n AC

n—20
=L+ I+ 12+1,
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Let us estimate I! — I'!. Clearly,
I} < Cehetn (5.12)

with appropriate constant C'. Assumption (5.10) yields, via monotonicity,
I2 <25 exp [—(An — 20)t, — be /1] =25 exp [(6 + alogt, + a)t, — be~/",] (5.13)
= 20 exp [atn logt, — (be"s/“ —a— 5)25”} : '

here we have used the relation
A = —alogt, —a+ 0,
which comes from the definition of ¢,,.

Consider the function © : X\ — —\t,, — ce=*"1. Straightforward computation shows that,
assuming
c>ae” (5.14)

its derivative is increasing on (—oo, \,, — 2], and

0 (A, — 20) = (265/0 - 1) ty>1

for n large enough. Then, with (5.11) in mind, we get

An—26
I < / AT FB O =20) g — On(n=2) — explat, logt, — (ce®/® —a — O)t,]. (5.15)

o0

Similar argument leads to inequality

+oo
I? < / e A AnOnn) g\ = Onn) — explat, logt, — (0 + ce”/* — a)t,). (5.16)

Now, we can finalize the proof. Take § > 0 such that be %% —a — § > 0. Note that
ac®* —aq—86>0, §+ac*—a>0.

Therefore ¢ < a can be chosen in such a way that (5.14) holds true and
e —a—6>0, 6+c—a>0.

Under such a choice of the constants § and ¢, inequalities (5.12), (5.13) (5.15), and (5.16)
provide that, for n large enough,

log/ e M dN(N\) < atplogt, — ety
R

with some positive €. This contradicts to (5.7) and proves that assumption (5.10) is impos-
sible. [

Remark 5.3 In the proof of the lower bound in Lemma 5.2, we have combined the upper
bound from the same lemma with the estimates, typical for the Laplace method (e.g. [16]).
Note that such a structure of the proof is similar to the one for the Gartner-Ellis theorem
(see Section 1.1 in [12]), although we can not deduce the statement of the lemma from the
Gartner-FEllis theorem directly.
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5.4 Proof of Theorem 2.8.

Our argument is based on the following version of the Gértner-Ellis theorem.

Lemma 5.4 Consider a sequence N,,n > 1 of non-negative monotonous functions on R,
which vanish at —oco, and assume that there exist a > 1,¢ > 0, and a sequence Y, — +00
such that

1

T—log/ e Mt AN, (z) — I(p) = cu®, n— o0, u>0. (5.17)
n R

Then

L1 N, (—x)——]*(w)(l—i—o(l)) n — 0o

T Og n - )

n

uniformly by x € [A, B] for every [A, B] C (0,+00). Here

I*(z) = sup [,ux - J(M)} - (c(a - 1))“111 (“ - 1) T

>0 a

The only difference between conditions of Lemma 5.4 and standard assumptions of the
Géartner-Ellis theorem is that functions N, are not assumed to be distribution functions,
and are allowed to define non-probability measures. One can see easily that this difference is
inessential, and Lemma 5.4 can be proved in the same way with the Géartner-Ellis theorem
(or with Lemma 5.2 above).

Corollary 5.5 Let the field {N(\,7v), A € R,y > 0} be such that
(a) every function N(-,v),v > 0 is non-negative and non-decreasing;

(b) for everyt >0,
N(t,v) = / e MN(d), ) < oo;
R

(c) for givena > 1,b € R, ¢ > 0, and given sequences A, > 0,7, > 0,n > 1 with \2v;% — oo,

~ 1 _ b a __b_
log N (M,‘;l% al,%) S e (1 + 0(1)>, n— o0, u>0. (5.18)

Then

_a

a—1Y\et oo b 4
( ) AT Ty 1 gt <1+0(1)>, n— 0o (5.19)
a

log N(=A\pz,7,) = <c(a — 1)>a11

uniformly by x € [A, B] for every [A, B] C (0, +00).
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b

Proof: Put Y, = )\{%WZE,
No(z) = N(Awz,v,), z €R.

Because a > 1 and \%y,® — oo, we have T,, — oo. Condition (5.18) provides (5.17).

Henceforth (5.19) follows by Lemma 5.4. O

Now, we can finalize the proof of Theorem 2.8.

Statement I. Take
2p —d
a=>b=d/p, C:deQd/p<L)F(p )
d—p p

For given sequences A, < 0, v, > 0,n > 1 and arbitrary p > 0 denote

t, = u(—)\n)a—lfyni, ay, = 1/9n. (5.20)

Condition (=\,)d/y, — oo yields t, — oo, and condition (—)\n)“gfp /Yn — 00 yields
oy, = o(t,). Therefore (5.18) is provided by (2.1). In addition, we have (=\,)/7, — o
because p/d < 1, (d+2 —p)/2 > 1, and consequently (—\,)%y,® — co. Applying Corollary

5.5 with x = —1 and )\, replaced by —\,,, we obtain the required statement.
Statement II. Take

d+4—2p 4
it N S
d+2—2p d+2—2p
and keep the notation (5.19). Condition (—/\n)d+44_2p/7n — oo yields (=)\,)%y,? — oc.
p d+2—p
Condition (—/\n)d% /¥n — 0 yields t,"* = o(a4,). Finally, these two conditions yield

An — 0—, and consequently (—)\n)dﬂfp /Y — oo which is equivalent to ¢, — oco.

Therefore (5.18) is provided by (2.3). Applying Corollary 5.5 with = —1 and \,, replaced
by —\,, we obtain the required statement.

Statement I11. In the critical case, one can transform easily (2.2) to

df 1 [t—
lim (%) plog]E@]Eo exp {——/ V(B,{s)ds} = Cy.
0

Using this relation and following the proof of statement I with appropriate modifications,
we obtain the required statement. [
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